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Preface

It was with a profound sense of duty that our French Society for Condensed Matter Nuclear Science held its first “Symposium sur les Réactions Nucléaires à Basse Énergie” during the weekend of March 18–20, 2016, in Avignon, France. After 27 years of sustained research in the field of CMNS, this was the first time a conference was held for the French speaking community.

Numerous subjects were presented and discussed within a group of 50 attendees. It was a great opportunity for unreleased work done in France to finally follow the path of publication. This volume is composed of seven papers written in English in order to reach a wider audience.

Most notably, one of these research programs was done in 1989 by researchers affiliated to the French Nuclear Agency (CEA), before research was officially forbidden, never pursued again, officially at least. It bears important findings which we hope will trigger insights from the community.

Some major theoretical works on relevant and related subjects are also presented in this volume, alongside fundamental engineering analysis, aiming at a better understanding of claimed figures within our field of research.

Some new young and talented scientists have also presented their findings on this occasion regarding proton conductors and fundamental interpretation of hydride behavior.

I would like to acknowledge Jean-Paul Biberian and his wife Rachel who helped me in organizing and facilitating the venue of this conference. Anaïs Kedikian provided tremendous efforts since then. She has recorded, cut, uploaded and organized the entire conference in a playlist on our YouTube channel for everyone to watch. Additional work is being processed to provide new material for the French community to spread curiosity and public interest in CMNS. Nicolas Armanet and Michel Bonnard provided inspiration and valuable advices at the very beginning of this journey to make this conference successful. Finally, I want to thank my friend, Joris van der Schot, who helped me running this humble organization behind-the-scenes.

Taking advantage of this first editorial, my journey in the CMNS so far has been fruitful because it has introduced me to some of the most brilliant human beings I have ever met. People who bear the loss of their scientific reputations, and strong opposition, are going forward to meet the challenges we face for the sake of humankind’s future. Together we will prevail! Last but not least, I want to express my profound thanks and admiration to Jed Rothwell who is dedicating so much effort in reviews, translations, verifications and publications of the community’s work on the Internet and within the JCMNS.

Happy reading :)

Sincerely,

Mathieu Valat

(President of the French Society on Condensed Matter Nuclear Science)

November 2016
Abstract
Georges Lonchampt was one of the few French researchers who, from day one, worked on Cold Fusion. He started performing his own experiments, and later worked with Martin Fleischmann and Stanley Pons. He successfully reproduced the two scientists’ original experiment, and was the only one able to successfully replicate the boil-off experiment.
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1. Introduction
Georges Lonchampt was one of the very few scientists involved in Cold Fusion research from the very beginning. Having made a career as an electrochemist engineer, he began trying to replicate Pons and Fleischmann’s experiment as soon as he heard of their discovery. After initial difficulties reproducing their findings, Lonchampt contacted Pons and Fleischmann for help. The two researchers, who were located in southern France’s Sophia Antipolis near Nice, gave Lonchampt their support and two of their ICARUS 2 cells. With a lot of tenacity Lonchampt managed to reproduce Pons and Fleischmann’s original work. He also applied himself to other experiments, such as the Patterson beads and proton conductors.

I was lucky enough to work with Georges Lonchampt for over five years. He taught me a lot during that time.

2. Lonchampt Background
Lonchampt was born on April 2, 1935 in Bourg-en-Bresse near Switzerland. He studied in Gex, then Nantua and finally in Grenoble where he graduated as an electrochemical engineer. Later he obtained another degree in Nuclear Engineering.

During his Military Service, he spent 18 months at the French Atomic Energy Center in Miramas in the South of France. He worked on the isotopic separation of lithium-6 from natural lithium for military applications.

*E-mail: jpbiberian@yahoo.fr.
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2.1. Isotopic separation of lithium

In 1962, Lonchampt joined the French Atomic Energy Center in Grenoble where he continued working on the isotopic separation of lithium-6. Li-6 is only 7% of natural lithium, whereas Li-7 is 93%. Li-6 is an important material for the fabrication of the H-bomb that France wanted to produce at that time. He was very successful that he managed to go from 24 electrolyzers to only three! He lowered the cost of the production of Li-6 by two orders of magnitude. This achievement was the beginning of his fame in the nuclear industry.

2.2. Isotopic separation of uranium

Following his success with lithium enrichment, Lonchampt was given the task of separating uranium-235 from natural uranium. The new electrochemical isotopic separation was a challenge, and at first was considered as non-proliferating. He worked from 1973 till 1985, and was very successful. He had to build a 30-meter high tower to locate his electrolyzers. Even though his pilot factory was successful, the people in Miramas were not able to reproduce his method. The project was abandoned in favor of the laser enrichment method, which actually never worked due to materials issues.

It is at that time that he hired Professor Lucien Bonnetain as an advisor, and kept excellent relationship with him until his death.

2.3. Lithium polymer batteries

As Lonchampt was an excellent electrochemist, he was then given the task of testing the new lithium-polymer battery developed by the French scientist Michel Armand. A major French corporation, Bolloré, was getting ready to commercialize this type of battery. Lonchampt collaborated with Bolloré in R&D. Today, Bolloré has commercialized the “Blue car”, a system of shared electric cars available in Paris, using the lithium–polymer batteries. In this work Lonchampt learned how to produce polymer proton conductors for the batteries. He later applied that technique to Cold Fusion.

3. Cold Fusion

Following the announcement of the discovery of Cold Fusion by Pons and Fleischmann, Lonchampt started immediately experimenting with palladium. However, Jean Teillac, the head of the French Atomic Energy Center, asked that all Cold Fusion research within the organization be halted in France. Fortunately, the director of the Grenoble Institute of Technology invited Lonchampt to set-up his own laboratory within the institute so he could continue his research. Lonchampt began juggling daytime work on batteries at the French Atomic Center and night work on Cold Fusion at the institute.

3.1. ICARUS 2 type experiments

Lonchampt’s initial experiments did not show the desired results. One of the reasons was that the palladium electrodes were too large. When Pons and Fleischmann moved to France, Lonchampt contacted them, and began collaborating with them. They gave him two of their own electrolytic cells (ICARUS 2 type), and he subsequently observed excess heat, although not as much as Pons and Fleischmann had. Figure 1 shows a picture of one of the cells during electrolysis. He used a $12 \text{ mm } \times 2 \text{ mm}$ palladium electrode and a platinum wire anode with 0.1 M LiOD.
3.2. Solid-state electrolytes

In 1995, while working at the Lawrence Berkeley Laboratory in California, I sent a manuscript of my preliminary results with solid-state electrolytes to the *Journal of Physics Letters A*. At that time, Jean-Pierre Vigier was the editor-in-chief, and he rightly sent my work to Lonchampt for review. As he was dubious about my results, he asked me to come to his laboratory to redo the experiment there with better instrumentation. I brought my own crude calorimeter that I had built in Berkeley, but Lonchampt did not find it satisfactory and built a much better one. This helped us to prove that there was indeed excess heat.

Figure 2 shows a schematic of the improved calorimeter. Lonchampt had a brilliant idea of measuring the power production. In this design the samples were heated by a cylindrical alumina tube heated with a tungsten wire. The heat flow was calculated by the electrical resistivity change of the tungsten wire. As the electrical resistance changes with temperature, at constant heating power, if excess heat is produced, that will change the electrical resistivity. The graph in Fig. 3 shows the temperature rise when a high voltage is applied through the solid-state electrolyte, showing excess heat and heat after death.

Since there is heat after death, instead of using a DC voltage applied to the solid-state electrolyte, we used one-second pulses every minute. This improved the Coefficient of Performance greatly. This work was published at the ICCF5 conference in Monaco. Even though Lonchampt was heavily involved in this work, he did not sign the first paper, and I was the sole author [1]. Later we published more results together at the ICCF7 conference [2].

3.3. Patterson cells

The discovery by James Patterson of a new way of producing excess heat with plastic or glass beads one millimeter in diameter covered with triple layers of nickel-palladium and nickel, greatly interested Lonchampt. He bought a demonstration kit from Patterson, including the test cells, but also a small quantity of beads. In order to save the
Patterson beads for future experiments, he had his own beads manufactured by Mecaprotec, a company located in Toulouse, France, that had a technique similar to the one of Patterson. The results of the experiments were published at ICCF7 [3].

Figure 2. Schematic of the experimental set-up with two solid state electrolytes symmetrically positioned.

Figure 3. Temperature rise (in °C) versus time (in min) showing heat after death when excitation stopped.
Figure 4 shows the experimental results of the excess heat vs the input power. The results were not as robust as Patterson’s who had large excess heat.

3.4. Boil-off experiments

Following the announcement by Fleischman and Pons of excess heat, once the electrochemical cell is not refilled and the cell is let to boil-off until it gets dry [4], Lonchampt decided to replicate the experiment. He was successful, and Table 1 shows the actual results presented at the ICCF6 conference [5].

3.5. Loading palladium with a solid-state electrolyte

Lonchampt was very concerned with the over-potential that, in electrochemistry, is equivalent to a gas pressure. The more the over-potential is high the higher the equivalent pressure of deuterium if it was in a gas phase environment. We tried a new set of experiments in deuterium gas where a palladium foil is used as a cathode and two palladium foils

![Figure 4. Excess heat (W) vs. input power (W).](image)

**Table 1.** Excess heat after boil-off experiment.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Date</th>
<th>Electrolyte volume (cm³)</th>
<th>Enthalpy input (electrolysis) (J)</th>
<th>Enthalpy losses (to bath water) (J)</th>
<th>Available enthalpy (J)</th>
<th>Enthalpy used for total vaporisation (J)</th>
<th>Excess heat (J)</th>
<th>Mean relative excess heat (%)</th>
<th>Relative excess heat during grand final (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1 Pd 1st sample</td>
<td>Jan. 30, 1996</td>
<td>84</td>
<td>419 100</td>
<td>254 700</td>
<td>156 876</td>
<td>181 499</td>
<td>24 623</td>
<td>16</td>
<td>133</td>
</tr>
<tr>
<td>P1 Pt</td>
<td>Calibrati</td>
<td>85.5</td>
<td>425 700</td>
<td>240 600</td>
<td>185 100</td>
<td>184 740</td>
<td>360</td>
<td>–0.2</td>
<td>No burst</td>
</tr>
<tr>
<td>N Pd 1st</td>
<td>319 100</td>
<td>200 700</td>
<td>151 000</td>
<td>167 700</td>
<td>172 856</td>
<td>5156</td>
<td>3</td>
<td>IS</td>
<td></td>
</tr>
<tr>
<td>P3 Pd 1st sample</td>
<td>Sept. 14, 1996</td>
<td>74</td>
<td>221 200</td>
<td>72 190</td>
<td>149 010</td>
<td>159 892</td>
<td>10 882</td>
<td>7</td>
<td>36</td>
</tr>
<tr>
<td>n Pd 2nd sample</td>
<td>Sept. 30, 1996</td>
<td>72</td>
<td>308 600</td>
<td>178 700</td>
<td>129 900</td>
<td>155 570</td>
<td>25 670</td>
<td>20</td>
<td>97</td>
</tr>
</tbody>
</table>
as anodes. Between them an organic proton conductor is located, as shown in Fig 5. The electrolyte is Polyoxyethylene (POE) and deuterated phosphoric acid, similar to the electrolyte developed by Armand for the lithium–polymer batteries.

By this time, Lonchampt had retired, and I was back at my laboratory in Marseilles. Lonchampt transformed his garage into a high-functioning laboratory where he prepared the electrolyte layers and regularly mailed them to me. I did the calorimetry, and sent him the data by email every day. We used to talk on the phone for hours discussing the details. Unfortunately, in spite of all our attempts, we did not succeed in observing anomalous excess heat [6]

4. Conclusion

I had the great honor of working with Georges Lonchampt for over than five years. This was a very productive period of my life. Lonchampt was a very kind person, with a lot of common sense. He applied his great engineering skills to the field of Cold Fusion and made major contributions to the field. In particular, he was the only one who reproduced the boil-off experiment.

I am very sad to have lost such a good friend.
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Abstract
An electrolysis experiment performed in April 1989, with a hollow palladium cathode in heavy water showed neutrons production. The results were sufficiently reliable to exclude any experimental error. Unfortunately a similar experiment has never been attempted since then. The presence of neutrons is the signature of nuclear reactions.
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1. Introduction
At the time of the March 23 announcement by Fleischmann and Pons [1] of possible nuclear fusion reactions at room temperature inside a palladium cathode, we were working at the Centre d’Etudes Nucleaires de Cadarache in France. Our laboratory was devoted to neutron dosimetry and we had access to suitable equipment for neutron measurements. For us, the easiest method to check the validity of Cold Fusion was to proceed with neutron measurement near an electrolytic experiment. We had several old palladium–silver tubes used to produce ultra pure deuterium gas for an ion accelerator. The palladium–silver tubes were 10 cm long, 2 mm outer diameter, 0.2 mm thick walls and closed at one end. We succeeded in detecting neutrons. In spite of this success, our work was quickly stopped by the head of the French Atomic Energy Commission, and no further experiments were possible.

2. Experimental Details
The electrolytic cell included the palladium-silver cathode (with only 5 cm of the tube immersed in the electrolyte), and a platinum coated anode located around the cathode. The electrolyte was D₂O with NaF. The neutron detector

*Corresponding author. E-mail: mich.bux@wanadoo.fr.
located 43 cm from the cathode was a helium-3 type at the center of a polyethylene sphere, 20 cm in diameter. The sensitivity was 0.43 neutron/cm², with an uncertainty of ±5%. Calibrations were performed with 2.5 MeV neutrons, from a Van de Graaff accelerator. Before each experiment, the calibration of the measurement equipment was verified by means of a reference americium–beryllium source.

Because we lacked a valid hypothesis, we supposed that the neutron emission was in the form of very short bursts. In that case, the best method was to proceed by integration with activation detectors. Several detectors were placed near the electrolysis cell: copper, indium, sulfur and magnesium. The sphere was positioned near a section of the electrolysis cell. Measurements were accumulated for ten minutes before being recorded. To test the counter stability, the polyethylene sphere received a weak and stable high energy neutron flux, originating from two strong sources, americium-beryllium and californium-252 located inside a polyethylene container. With this type of protection, a very small part of the initial neutron spectrum could escape at high energy. Therefore, the background count was 0.22 pulse/s.

During the first two experiments, we did not measure any increase in the neutron flux with the helium-3 detector. The only observation was a bending of the cathode and cracks on its surface. Since only half of the palladium tube was immersed in the electrolyte, this probably provoked stress inside the section of the palladium loaded with deuterium.

The third experiment was different. Before electrolysis, the third tube was partially loaded with deuterium by placing it in an atmosphere of deuterium at about 2 bar for several days. After some trials of electrolysis current, the amperage was set to 10 mA/cm² overnight. During this time (about 16 h), the counts on the helium-3 detector were stable at the background level. Then, the counts showed a surprising and roughly linear increase, for about 5 h, up to a level four times larger than the background level. Unfortunately, the experiment stopped because of an electric power failure in the laboratory due to a thunderstorm. About 30 min later, with the return of the electric power, the counts were at the same level, but they decreased rapidly to return to the background level in less than 2 h (Fig. 1).

The measurement apparatus seemed to work properly, with background level counts before and after the increase in counts. There was no possibility of parasitic neutrons sources.

Consequently, we conclude that an unexplained neutron emission was certainly observed. The largest net count was: 0.7 pulse/s. The estimate total neutron emission was: $3.8 \times 10^4$ neutron/s with an uncertainty of about 20%. We note that, in the initial paper of Fleischmann and Pons ([1], p. 306), the neutron emission is nearly the same: $4 \times 10^4$ neutron/s with a cathode 10 cm long and 4 mm in diameter.

![Figure 1](image-url)
No radioactivity was measured with the activation detectors. In order to perform new measurements, but with a reduced background, the experiment was transferred to an underground room. Nevertheless, the sensitivity to parasitic electromagnetic radiation was negligible, for the same equivalent dose, the ratio of neutron counts/gamma counts was greater than 10⁴, tested with ⁶⁰Co and ²²⁶Ra gamma sources. Then again, the arrival of the thunderstorm, coming with a barometric depression, induced a radon release, perceptible on atmospheric controls. The possibility that high energy gammas from ²¹⁴Bi, daughter of ²²²Rn, could generate photo-neutrons in the heavy water jar was considered.

A similar measurement apparatus was used, in parallel, with an identical Bonner sphere near a 20 liter heavy water tank. No difference of background has been observed in the underground room. Despite numerous attempts, behavior similar to the one reported above was never observed.

If a single experiment was insufficient to understand the observed phenomena, the presence of neutrons appeared real and certified the presence of nuclear reactions. Below, this experiment is referred to as the “April 18 experiment”

3. Discussion

Later on Biberian utilized a tube similar to the one used for the April 18 experiment in open cell electrolytic experiments. At the end of one experiment, the Dewar type Pyrex cell exploded [7]. The cell enclosed a very small quantity of deuterium and oxygen gas, not enough to cause a chemical explosion of that magnitude. Despite this dramatic event, the amount of energy was not sufficient to induce apparent damage to the palladium tube. Probably this energy was released in a very short burst leading to a production of large power and a shock wave. Incidentally, we note that the tubes have a disturbing tendency to induce nonchemical explosions [9]. More recently, the same type of palladium tube was used during another experiment and 3 W of excess energy was detected for several days [10].

Undoubtedly, the energy released is due to the same phenomenon which can evolve in a very short period of time and even become explosive, or over a time more or less long, allowing excess energy measurements. This phenomenon has characteristics similar to “criticality” in fissile materials, which hints at the possibility it might develop chain reactions under special conditions.

Therefore, we can now understand why the April 18 experiment was not successful in the underground room where the external flux of high energy neutrons was absent.

4. Conclusion

The hypothesis of chain nuclear reactions sustained by protons seems in good agreement with the data resulting from cold nuclear fusion experiments. But this is only a hypothesis, valid as long as an inconsistency is allowed. The direct evidence of cold nuclear fusion requires indubitable and reproducible experiments. Maybe the chain nuclear reactions model is capable of giving a research clue, if however the hypothesis agrees with the reality.

Our interest is to demonstrate unlimited energy resources since the deuterium is extracted from water, no radiation apart some neutrons, and no radioactive product apart from tritium in small quantity.

The development of a line of “cold nuclear fusion reactors” would produce large quantities of helium-4. It would be also possible to recover quantities of helium-3, mainly from tritium disintegration. This element is considered as essential, in the future, for the “hot fusion” reactors.

Appendix A. Neutron Detection

The neutron detector was a Bonner polythene sphere, 8 in. in diameter, with a small size helium-3 detector at its center. Before each experiment, the measurement apparatus was verified by means of a low emission neutron source (7 mCi
Am–Be). Thus, all the equipment was operational for the measurement (Fig. 1). The detector sensitivity was 0.43 pulse/ n.cm$^{-2} \pm 5\%$ for 2.45 MeV neutron energy (Van de Graaff accelerator calibration). Figure 2 shows a view of the experimental environment.

 Measurements were proceeded by a sequence of 10 min periods by a very short time to data transfer. To verify the apparatus stability, a high background was chosen (about 120 pulses in 10 min) by placing the experiment near a container with two strong sources, Am–Be and $^{252}$Cf, behind a biological protection (polythene + boron) (Fig. 2).

 Several trials confirmed the background stability, except in one case. Before electrolysis, the tube used was partially charged by pressure of about 2 bar during several days. After some trials of electrolysis current (variation 40–10 mA/cm$^2$) the amperage was set to 10 mA/cm$^2$ for a night. During this time, about 16 h, the counts of Bonner sphere were the stable background. Then, the counts showed (Fig. 1) a surprising and roughly linear increasing during about 5 h, up to a level four times greater than background. Unfortunately, the experiment stopped because of a shutdown of the electric power in the laboratory, due to a thunder storm. About 30 min later, with the return of electric power, the counts were about at the same level, but they decreased rapidly to return to the background level in less than 2 h. Taking into account the maximum at 0.92 pulse/s, the net count was $0.7 \pm 0.14$ pulse/s. The center of the sphere was 43 cm far from the cathode and the estimation of neutron emission was: $Q = 3.8 \times 10^4 \pm 0.8 \times 10^4$ neutron/s in $4\pi$ steradian (about $\pm 20\%$, uncertainty at 3σ). In the initial paper of Fleischmann and Pons (p. 306) the neutron emission is $4 \times 10^4$ neutron/s with a palladium cathode: length 10 cm, diameter 4 mm.

 The measurement apparatus seems quite right: stable background before and after the counts evolution, same counts before and after the electric shutdown, no possibility of parasitic neutrons sources in proximity to the laboratory.

Figure 2. Experimental set-up showing a neutron dosimeter calibration. During the 18 April experiment, the neutron sources were located inside the black cubic container about 2 m from the electrolysis cell.
Despite several trials, this experiment is unique and a single experiment is insufficient to understand the observed phenomena.

Appendix B. A Tentative Theoretical Explanation

In conclusion, the presence of neutrons, pointing out nuclear reactions, appears real. The high energy neutrons, going out of the external source container near the experiment, seem to originate according to the hypothesis developed below.

High energy neutrons can move deuterons in the palladium lattice and so create $^2\text{D} + ^2\text{D}$ reactions with a proton emission. According to a process described by the Nobel laureate Julian Schwinger a proton can generate a: \[ p + d \rightarrow ^3\text{He} + \text{gamma} \] (5.48 MeV) reaction. The $^3\text{He}$ may undergo a secondary reaction with another deuteron in the lattice, yielding $^7\text{Li}$ which is unstable against disintegration into a proton and an alpha particle. Finally, a three body: \[ p + d + d \] reaction occurs, hypothesis considered by Yamaguchi and Nishioka (Proc. ICCF3, Nagoya, 1992). With this process, the proton is not consumed and chain reactions can occur. In the experiments described here, no 5.48 MeV were observed and the photon radiation was negligible. In the $p + D$ reaction all the elements have even parity and with no change of parity electric dipole radiation is forbidden, other effects might intervene but very weakly.

With the lack of 5.48 MeV gamma, the mass energy balance is about 24 MeV per cycle, the same energy for a direct fusion $^2\text{D} + ^2\text{D}$. The cross section of the initial $p + D$ is very low but presumably is increased by channeling, where the palladium lattice acts as many particle guides. With the hypothesis of chain reactions, it is necessary to have additional $^2\text{D} + ^2\text{D}$ reactions to implement the growth. The conditions are thus quite similar to the growth in a critical fissile medium with an effective multiplication factor $k$. This factor $k$ is bound to the charge ratio $\frac{D}{Pd}$ and to the “geometric buckling” of the palladium sample. When $k$ is greater than 1, the growth of chain reactions is exponential. If $k$ is just greater than 1, the growth is approximately linear as in our experiment. If $k$ is much greater than 1, the growth becomes explosive. This may explain why with a tube similar to the one used for our experiment, in an open cell electrolytic experiment by Biberian, the Dewar type Pyrex cell exploded.

The beginning of chain reactions requires a primary proton, and external radiation is necessary: high energy neutrons in our experiment – high energy gamma ($E > 2.23 \text{ MeV}$) which divides a deuteron in proton and neutron – cosmic meson, which generate a $^2\text{D} + ^2\text{D}$ reaction (Sakharov fusion). Added to the development of criticality conditions (charge ratio, shape and dimensions of the palladium sample), this external intervention can explain why positive experiments are uncertain and not even possible in low background laboratories.

An electrolytic experiment in the presence of a strong source of high energy neutrons can validate the hypothesis of chain reactions, but if the result is positive the interest is only historical, just to say Fleischmann and Pons were right. The use of palladium deuterium system offers many difficulties: palladium is expensive, deuterium is a regulated material, neutron radiation and tritium are produced, and there is a potential risk of explosion. The experiments conducted with hydride of metals such as nickel or tungsten are more promising. Energy excess is observed presumably by nuclear transmutation after proton capture. The palladium is not able, by proton capture, to give transmutations to silver isotopes because of wave function parity.
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Abstract
LENR reactors are considered as units that operate at a temperature above ambient and need an excitation provided by a supply powered by electricity. Different modes of operation are described following the characteristics of the heat and energy balance. LENR reactors may be characterized by different parameters, Coefficient of Performance (COP) or Energy Amplification factor \(\varepsilon\). The thermal insulation plays an important role. LENR reactors that require external heating in small units may become self-sustained for large sizes. The production of electricity involves the coupling with a thermal machine. The system is able to export power if the COP and the temperature are high enough.

Keywords: Carnot, COP, Ericsson, Excess heat, Gain, Insulation, ORC, Self-sustained, Stirling, Thermal engine

1. Introduction
In the present paper, we consider LENR systems producing heat in such quantities that it is possible to transform the heat into mechanical energy thanks to a thermodynamic engine, and into electricity via a generator.

The LENR reactor consumes some energy to sustain its operation, but if the generator produces a larger amount of power, an excess of electricity is available for export. The ultimate goal of LENR systems will be to produce electrical energy. The purpose of this paper is to clarify the parameters that are required to make such an operation possible. Figure 1 shows the sketch of an LENR generator incorporating a reactor and a thermal engine.

2. Hypotheses
The LENR reactor generates an energy output. We suppose here that this energy is in the form of heat, delivered at a temperature \(T_r\) above the ambient environment one \(T_a\). The LENR reactor requires some energy input to trigger and control the operation. We assume that this energy input is in the form of electricity. The electrical energy consumed as input is called “excitation”. Following the type of reactor, the excitation may include DC electricity for electrolysis, high voltage pulses, electrical resistance heating, etc. [1–6].

*E-mail: jsr.ruer@orange.fr.
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The reactor is a closed system in thermodynamic terms. This means that no matter enters nor leaves the reactor during operation. For example, if the reactor is an electrolysis cell, the gases are recombined within the reactor assembly.

The reactor is thermally insulated in order to control the losses and recover most of the heat for a useful purpose. The thermal insulation is an important feature of the system being considered. If we want to detect excess heat and harvest usable energy, the heat losses must be minimized. Figure 2 shows schematic of a simple LENR reactor.

3. Calibration

The efficiency of the insulation must be first determined via a calibration procedure. For that purpose, the reactor is brought to its working temperature by an auxiliary internal heating source. During the calibration, measures are taken to make sure that no LENR can take place. Figure 3 summarizes the calibration process. The reactor is heated by an electrical input $E_1$. All that energy goes away as thermal loss via the thermal insulation. Several measures can be repeated for various input power steps. This makes it possible to draw the relationship between the reactor temperature $T_r$ and the heat loss, equal to the input $H_1$. The relationship is valid for a given ambient temperature $T_a$. This one must be kept constant during the whole test campaign, or the measures have to be repeated for the different values of $T_a$ that may be encountered.

The measure of each point of the curve presupposes that the thermal equilibrium is reached after a change of the input power or the outside temperature. Otherwise the transient heat flows introduce errors. Calibration may therefore be a time consuming task, especially for large reactors.

4. Heated Reactor – MODE 1 of Operation

In some cases, the reactor works at a high temperature, and thermal losses must be compensated. If the LENR energy generation is not sufficient, additional heating must be provided to maintain the operation temperature (Fig. 4).

The corresponding energy flowchart is shown in Fig. 5. This first example gives the opportunity to introduce some definitions. The LENR reactor is supplied by two electrical inputs:

- $E_e$: Excitation (depending on the reactor type),

Figure 1. Sketch of an LENR generator incorporating a reactor and a thermal engine.
Figure 2. Schematic of a simple LENR reactor. (a) Here, the heat flux is merely lost into the environment. No use can be made of the heat in this configuration. (b) Note however the presence of the thermal insulation, a compulsory feature of the system if we want to detect that $T_r > T_a$.

- $E_h$: additional heating to maintain the desired reactor temperature $T_r$.

These two quantities correspond to the total energy injected into the reactor

$$E_1 = E_e + E_h.$$  \hspace{1cm} (1)

The electrical energy entering the reactor does not come directly from the mains, but is processed by a dedicated power supply. For instance, in the case of an electrolytic reactor, the power supply transforms the line power into an appropriate direct current. Similarly, the heating current intensity is controlled. The power supply is not perfect, so

Figure 3. Calibration of the relationship temperature–heat loss ($T_r - H_1$) – Different curves may be required if the ambient temperature $T_a$ is likely to vary.
Figure 4. MODE 1. (a) The heat flux is lost into the environment. No use can be made of the heat in this configuration (Compare with Fig. 9). (b) The LENR heat and the additional electrical heating compensate the heat loss.

that some losses must be taken into account. The power consumed from the mains is

$$E_0 = (1/\alpha)E_1.$$ (2)

Figure 5. Energy flowchart for a heated LENR reactor (MODE 1) – Electrical energies are shown in blue, heat in orange.
The LENR reactor generates a heat flux $H_1$. Because some reactions give off energy in the reactor, $H_1$ is larger than $E_1$. We can define excess heat and coefficient of performance by the following formulas:

**Excess heat:** $H_x = H_1 - E_1,$  
(3)

**Coefficient of performance (COP):** $\text{COP} = H_1 / E_1.$  
(4)

The inputs $E_e$ and $E_h$ are not equivalent. The heating $E_h$ depends on the quality of the thermal insulation and is not directly related to LENR phenomena. Conversely, $E_e$ is the driving force that triggers LENR heat. It is therefore interesting to evaluate the reactor efficiency via a number independent of $E_h$. We define the energy amplification factor $A$ as follows:

**Amplification factor:** $A = (H_1 - E_h) / E_e.$  
(5)

Reactors of the same technology built with different thermal insulations or simply differing by their size will have different COP values, but should be characterized by similar $A$ values. The energy amplification factor is therefore more representative than the coefficient of performance to estimate the efficiency of a LENR reactor, at least if auxiliary heating is required.

5. **Cooled Reactor – MODE 2 of Operation**

If the excess power of the reactor is sufficient, the auxiliary heating is no longer required to maintain the internal temperature. We have

$E_h = 0,$  
(6)

$E_1 = E_e.$  
(7)

![Figure 6. MODE 2 (a) While in operation, the LENR heat is sufficient to compensate the heat loss. (b) The additional heat is evacuated by a cooling system.](image-url)
On the contrary, the heat produced must be evacuated by a cooling system in order to avoid an overheating. This operation type is called MODE 2 (Fig. 6).

The heat is removed by the circulation of a fluid through a heat exchanger arranged in direct contact with the reactive unit, underneath the thermal insulation blanket. The cooling power for a given $T_r$ can be modulated via the fluid flow rate and inlet temperature.

Figure 7 shows the energy flowchart for a cooled reactor. In this MODE 2, we have:

Excess heat: \[ H_x = H_1 + H_2 - E_e. \]

Amplification factor: \[ A = \text{COP} = \frac{(H_1 + H_2)}{E_e}. \]

The energy input to the reactor is limited to the excitation $E_e$. Heat output $H_2$ goes to the cooling system. The heat leaves the reactor unit at a temperature equal or less than $T_r$. It can be transferred to a user at a temperature $T_u$ inferior to $T_r$, but ideally higher than $T_a$. Heat $H_1$ is lost through the thermal insulation. In Fig. 7, this heat is dissipated in the surroundings at the temperature $T_a$. However, another configuration is possible, as explained in Section 7.

In the particular case of a reactor that does not need an excitation power supply, we have $E_e = 0$. The MODE 2 is then equivalent to a self-heated or self-sustained operation. The amplification factor and the COP are infinite and do not represent relevant parameters.

6. Importance of the Thermal Insulation

Let us consider the heat balance of a reactor. The LENR excess energy $H_x$ is essentially proportional to the mass of reacting matter, hence to the internal volume $V$ of the reactor, as well as the excitation energy input $E_e$.

The heat loss $H_1$ depends on the external surface $S$ of the enclosure, but also on the quality of the insulation material and its thickness $t$. If $L$ is the characteristic dimension of the reactor, $V$ is proportional to $L^3$ and $S$ to $L^2$. We write

\[ E_e + H_x = AL^3, \]

\[ H_1 = (B/t)L^2. \]
where

- $A$ is a factor characteristic of the reactor technology.
- $B$ is a factor characteristic of the thermal insulation design, such as the material thermal conductivity. We suppose in the above equation that the heat loss is governed by the heat conduction through the insulation lagging and that the external surface temperature is low enough to neglect the influence of the cooling by radiation.

\[
\frac{H_1}{E_e + H_x} = \frac{B}{tAL}.
\] (12)

We see that the ratio of the heat loss to the internal heat flux decreases as the dimension $L$ increases. In addition, when the dimension of the reactor is enlarged, it is frequently easy to increase the insulation thickness $t$ to the same proportion. Equation (12) becomes

\[
\frac{H_1}{E_e + H_x} = \frac{B}{tAL} = \frac{B'}{AL^2}.
\] (13)

The ratio is now inversely proportional to the square of the size. Figure 8 compares two situations.

### 7. Active Cooling

An active cooling configuration is characterized by a thermal insulation that is continuously swept by a flow of gas going inward [7]. The gas flow rate is carefully selected in order to maintain the outer surface just at ambient temperature. The heat removed by this gas flow is then equal to the heat loss of the insulation. If the gas flow rate is lower than this optimum one, the outer surface is warmer than the ambient temperature, and heat is lost across the hot surface.

**Figure 8.** Influence of the reactor size – A larger unit may accommodate a thicker insulation – A given reactor technology operated in MODE 1 as a small unit may become a MODE 2 reactor in a larger size.
If the gas flow rate is too high, too much heat is subtracted from the reactor by the active cooling, so that less heat is available for the main cooling system.

The active cooling does not eliminate the heat loss, but the loss is now in the form of sensible heat that may have a usage. However, a clear distinction should be made between the reactor cooling itself, and the active cooling of the insulation:

- The energy is transferred to the reactor cooling circuit at the high temperature $T_{\text{out}}$. It can for example provide the latent heat required to vaporize water at that temperature if the reactor is designed as a boiler.
- The energy recovered by the active cooling is sensible heat. It could not vaporize a liquid at $T_{\text{in}}$, but could for instance preheat the flow of liquid water going to a boiler.

Active cooling may be applied to all systems, including MODE 1. The reader is invited to compare Figs. 4 and 9 and imagine how to improve the design illustrated in Fig. 4.

8. MODE 2 with Feedback

A heat flux available at a temperature higher than $T_a$ can be processed by a thermal engine to produce mechanical energy, easily transformed into electrical energy by a generator [8]. Theoretically, the thermal machine may also be an array of thermocouples able to elaborate electricity directly from the heat.

The electrical production $E_{\text{out}}$ can be reintroduced at the supply input, so that the excitation power required from the external supply is reduced to $E_0 - E_2$ (Fig. 10).

9. MODE 3 of Operation

If the quantity of electricity produced by the generator exceeds the need of the power supply, there is a surplus of electricity that can be exported. This is the definition of autonomous or self-sustained operation, called here MODE 3 (Fig. 11).

---

**Figure 9.** Active cooling. The thermal insulation is fitted with a laminar flow of gas that percolates inward. The gas leaves the enclosure at a temperature $T_u$ that is higher than $T_a$ and may be as high as $T_r$. The heat loss is recovered at a temperature above $T_a$ and may have an usage.
**Figure 10.** Mode 2 with feedback – The excess heat is transformed into electricity by a thermal engine coupled to a generator. This electrical energy $E_{\text{out}}$ is fed back ($E_2$) to the supply, reducing the external energy consumption.

It is admitted in MODE 3 that an external power supply may still be temporarily required for the starting phase and for the safety of the control system. Following the design of the thermal engine and its performance, the heat output $H_3$ of the thermal engine may be recovered at an intermediate temperature for ancillary use (cogeneration). Similarly, active cooling may make it possible to find a use for the heat loss $H_1$. This is shown in Fig. 12.

Let us consider the complete arrangement: Excitation supply – Reactor – Thermal engine. We can define the energy gain $Z$:

$$ Z = E_{\text{out}} / E_0 - 1, $$

where $Z$ represents the gain of the system measured in electrical energy.

- If $Z = 1$, the system consumes electricity for the excitation supply and does not produce power. This is the case in MODE 1 and in MODE 2 if no thermal engine is incorporated.

**Figure 11.** MODE 3 of autonomous operation – The electricity production $E_{\text{out}}$ exceeds the consumption of the reactor excitation supply $E$ – The surplus $E_3$ is exported.
Z between $-10\%$ and 0 corresponds to Mode 2 with feedback,
$Z > 0$ describes an autonomous system.

10. Conditions of Autonomous Operation

Different types of thermal engines are known, and it is not the purpose of this paper to describe them in detail. The thermodynamics teaches that these engines must take heat ($H_{in}$) from a source at a high temperature ($T_{hot}$) and reject a fraction at the heat sink at a lower temperature ($T_{cold}$) [9]. They are characterized by their efficiency:

$$\eta = \frac{E_{out}}{H_{in}}.$$  \hfill (15)

The efficiency is limited by the Carnot formula

$$\eta_c = 1 - \frac{T_{cold}}{T_{hot}}.$$  \hfill (16)

The engines are not perfect, so that the effective efficiency is lower than the theoretical one

$$\eta = \eta_c \eta_m,$$ \hfill (17)

where $\eta_m$ is the machine efficiency. The machine efficiency includes all losses, e.g. the energy lost during the transformation of the mechanical energy into electricity, or the energy required to drive ancillary components like pumps, fans, control, etc. Figure 13 shows the efficiencies attained by different types of thermal engines.

These equations can be utilized to determine the COP required in order to obtain a given $Z$ value. We write

$$E_1 = \alpha E_0,$$ \hfill (18)

$$\lambda = \frac{T_c}{T_a},$$ \hfill (19)

The heat loss is written as a ratio of $E$ via the formula

$$H_1 = f (\lambda - 1) E_0.$$ \hfill (20)
Figure 13. Relationship between the temperature of the heat source ($T_{\text{hot}}$) and the typical efficiency of various thermal engines – $T_{\text{cold}} = 25^\circ\text{C}$.

Figure 14. Relationship between the temperature and the COP for different $Z$ values – $\eta_m = 0.7 - f = 1 - T_{\text{cold}} = 25^\circ\text{C}$.
The efficiency is

\[ \eta = \eta_m (\lambda - 1) / \lambda. \]  \hspace{1cm} (21)

The energy balance gives

\[ E_{\text{out}} = E_2 + E_3 = (1 + Z)E_0 = \eta H_2, \]  \hspace{1cm} (22)
\[ H_2 = (1 + Z)E_0/\eta, \]  
(23)

\[ \text{COP} \alpha E_0 = H_1 + H_2, \]  
(24)

\[ \text{COP} \alpha E_0 = f(\lambda-1)E_0 + (1 + Z)E_0/\eta. \]  
(25)

This yields

\[ \text{COP} = \frac{f(\lambda - 1)}{\alpha} + \frac{(1 + Z) \lambda}{\alpha \eta_m(\lambda - 1)}. \]  
(26)

Equation (26) allows the calculation of the COP required for a given heat loss factor and a desired COP. Figure 14 presents an example of results.

The different operation modes are delineated in Fig. 15. The limits between the domains depend on the heat loss factor, as shown in Fig. 16. The COP required for an autonomous operation is reduced if the heat losses are low. It also decreases when the temperature increases, because of the better Carnot efficiency. Figure 16 shows that autonomous mode is difficult to attain for reactors operated at a temperature below 150°C.

11. Conclusions

LENR reactors may be characterized by different parameters. Different modes of operation are described. The COP is not the best indicator for a reactor that requires external heating. The energy amplification factor should be preferred. The thermal insulation plays an important role. LENR reactors that require external heating in small units may become self-sustained for large sizes.

The production of electricity involves the coupling with a thermal machine. The system is able to export power if the COP and the temperature are high enough.
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Abstract

Proton conductors (PC) are metal oxides often used as solid electrolyte with hydrogen above 400 K, in which anomalous presence increase of several chemical elements and excess heat would have been obtained from near-surface locations. Near the surface of other metal oxides, closely spaced hydrogen at a distance of only 2 pm at least during a fraction of the time has been detected, and has been proposed to be in the form of hypothetical ultradense Rydberg matter H(0). How can H(0) form in PC near the cathode interface? Nanometric cavities (NC) were observed in the PC near their cathode interfaces. These NC would contain H\textsubscript{2} precipitates with impurities, under a pressure of the order of 0.1 GPa. Since PC are crossed by a large flux of protons, a simple mechanism is proposed to increase the H\textsubscript{2} pressure in these NC rapidly and temporarily well above the PC tensile strength. A second mechanism is then described to turn this H\textsubscript{2} into a metallic-molecular state, form a Rydberg matter H(1) and then H(0) with a pressure decrease. In NC, the presence of impurities and the entry of the hydrogen atoms in the form of Rydberg atoms are proposed to decrease the pressure required to form metallic-molecular hydrogen. Finally, different experiments are proposed to test this research approach, particularly by transmission electron microscopy and Raman micro-spectroscopy.

Keywords: H\textsubscript{2} precipitates, Impurities, Large hydrogen flux, Nanometric cavities, Partial metallization of hydrogen, Pressure, Proton conductors, Rydberg states

1. Introduction

Some metal oxide crystals with perovskite structure are excellent Proton Conductors (PC). The PC can be used as solid electrolytes with H\textsubscript{2} above 400 K with porous electrodes. They are then penetrated by a very large hydrogen flux (proton conductivity up to 0.4 S/cm at 900 K) [1–3], and incorporate large concentrations of protons (several atomic percent) [4].

The PC are among the simplest and the most effective systems to study Condensed Matter Nuclear Science (CMNS). Mizuno et al. carried out CMNS experiments with polycrystalline PC based on Y-doped SrCeO\textsubscript{3} used as solid electrolytes at 650 K with deuterium passing through Pt porous electrodes, as shown in Fig. 1. Voltage and
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Figure 1. Mizuno’s experimental system to study CMNS using a polycrystalline proton conductor based on Y-doped SrCeO$_3$ as solid electrolyte with D$_2$. From [8].

Intensity were as low as 18 V and 40 $\mu$A. The unit cell of Y-doped SrCeO$_3$ keeps a centrosymmetric structure and thus there is no additional electric polarization of the material which could give additional kinetic energy to the hydrogen ions. Mizuno et al. have reported the observation of chemical elements in the PC near their electrode interfaces which were not present before electrolysis [5,6], and anomalous heat production during electrolysis [7–9], as shown in Fig. 2. Similar results were reported by other researchers with other PC [10–12].

Holmlid and coworkers’ experiments have shown that, near the surface of highly porous metal oxide crystals based on K-doped Fe$_2$O$_3$ exposed to hydrogen, a part of the hydrogen atoms are separated from each other by only 2 pm at least during a fraction of time, as shown in Fig. 3a [13–18]. Other experiments are consistent with the presence of a significant population of compact pairs of hydrogen atoms in other hydrogenated materials [19]. This closely spaced hydrogen might be a new form of hydrogen, called H(0), shown in Fig. 3b. H(0) is a hypothetical ultradense form of Rydberg matter with a phenomenal density of $10^5$ g/cm$^3$. It might be a promising nuclear fuel, superfluid

<table>
<thead>
<tr>
<th>Element</th>
<th>Before experiment</th>
<th>No excess heat</th>
<th>Excess heat evolved</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>5 ± 0.7</td>
<td>5 ± 0.7</td>
<td>5 ± 1</td>
</tr>
<tr>
<td>Na</td>
<td>10 ± 1</td>
<td>13 ± 1</td>
<td>12 ± 1</td>
</tr>
<tr>
<td>Mg</td>
<td>5 ± 0.5</td>
<td>6 ± 1.2</td>
<td>10 ± 3</td>
</tr>
<tr>
<td>K</td>
<td>10 ± 0.9</td>
<td>10 ± 1.5</td>
<td>15 ± 1.8</td>
</tr>
<tr>
<td>Ca</td>
<td>20 ± 2</td>
<td>20 ± 0.5</td>
<td>40 ± 5</td>
</tr>
<tr>
<td>Ba</td>
<td>40 ± 5</td>
<td>40 ± 8</td>
<td>49 ± 10</td>
</tr>
<tr>
<td>Al</td>
<td>3 ± 0.2</td>
<td>5 ± 1</td>
<td>15 ± 5</td>
</tr>
<tr>
<td>Si</td>
<td>0.5 ± 0.1</td>
<td>3 ± 1</td>
<td>5 ± 1</td>
</tr>
<tr>
<td>P</td>
<td>0.5 ± 0.1</td>
<td>3 ± 1</td>
<td>5 ± 1</td>
</tr>
<tr>
<td>Ni</td>
<td>0.2 ± 0.1</td>
<td>3 ± 1</td>
<td>5 ± 1</td>
</tr>
<tr>
<td>Cu</td>
<td>0.3 ± 0.1</td>
<td>1 ± 1</td>
<td>1 ± 1</td>
</tr>
<tr>
<td>Cr</td>
<td>1 ± 0.1</td>
<td>2 ± 1</td>
<td>2 ± 1</td>
</tr>
<tr>
<td>Cd</td>
<td>0.5 ± 0.1</td>
<td>1 ± 0.5</td>
<td>1 ± 0.5</td>
</tr>
<tr>
<td>Pb</td>
<td>0.5 ± 1</td>
<td>6 ± 1</td>
<td>8 ± 3</td>
</tr>
<tr>
<td>Bi</td>
<td>0.5 ± 1</td>
<td>0 ± 1</td>
<td>5 ± 1</td>
</tr>
<tr>
<td>Zn</td>
<td>0.5 ± 0.1</td>
<td>1 ± 0.1</td>
<td>2 ± 0.2</td>
</tr>
<tr>
<td>Nd</td>
<td>20 ± 0.1</td>
<td>20 ± 0.1</td>
<td>4 ± 1</td>
</tr>
<tr>
<td>Sm</td>
<td>20 ± 0.1</td>
<td>20 ± 0.1</td>
<td>10 ± 1</td>
</tr>
<tr>
<td>Eu</td>
<td>0 ± 0.1</td>
<td>0 ± 0.5</td>
<td>5 ± 1</td>
</tr>
<tr>
<td>Dy</td>
<td>0 ± 0.1</td>
<td>0 ± 0.1</td>
<td>5 ± 1</td>
</tr>
</tbody>
</table>

Figure 2. (a) Elemental analysis for impurities in the proton conductor Y-doped SrCeO$_3$, showing the presence increase of several chemical elements after electrolysis. (b) Anomalous heat production during electrolysis. From [6,8].
and superconductive at room temperature. The presence of H(0) in a PC near its cathode interface could explain the observation of new chemical elements and excess heat. H(0) would form almost spontaneously from classical hydrogen Rydberg matter H(1). H(1) can be viewed as a generalized metal [20–24]. Moreover, H(0) could be formed directly from H₂ at ultrahigh pressures. Thus, the route explored in this article points toward metallization of hydrogen and high pressures. The main question of this article is: How to form hydrogen Rydberg matter in a PC used as solid electrolyte with H₂ at 650 K near its cathode interface?

2. State of the Art in Condensed Matter Physics

2.1. Nanometric cavities and H₂ precipitates under pressure

There has not been much research into nanoscale structure of PC with large densities of incorporated protons. However, crystalline silicon and metal oxides with perovskite structure implanted by large quantities of protons have been intensely studied, and this knowledge can be adapted to PC.
2.1.1. In silicon implanted with \( \text{H}^+ \)

Silicon does not conduct protons. With the ionic implantation technique, crystal surfaces are temporarily penetrated by a large flux of hydrogen ions. This technique is used to obtain large hydrogen local concentrations in these materials, typically at a depth of several hundred nanometers under the surface, as shown in Fig. 4. During material implantation, many point defects are created among which vacancy-hydrogen complexes \( \text{V}_n\text{H}_m \) [25].

During annealing, when hydrogen concentration locally overtakes the solubility limit, these mobile complexes \( \text{V}_n\text{H}_m \) agglomerate to form disk-shaped cavities of about ten nanometers in diameter [26–28]. This co-precipitation of vacancies and hydrogen, followed by the competitive growth ("Ostwald ripening") of the Nanometric Cavities (NC) and their coalescence, allow the crystalline matrix-defects system to minimize its elastic energy. Such NC are observable by Transmission Electron Microscopy (TEM) after an annealing at 720 K [26]. Figure 5a shows some NC in their disc plane (plane view). Figure 5b, obtained from a TEM cross-section of the sample, shows a NC perpendicularly
Figure 7. (a) Raman spectroscopy on Si surface implanted with hydrogen ions at 470 K showing the presence of H\textsubscript{2} molecules in nanometric cavities. From [31]. (b) Diagram of H\textsubscript{2} molecules trapped in Si nanometric cavities. From [29].

to its disc plane (side view). Figure 6 shows microcracks formed from a large density of NC in the implantation zone after an annealing at 870 K [29].

These NC contain precipitates of molecular hydrogen H\textsubscript{2} [29–32]. They are traps for hydrogen and for impurities [33], and they contain most of the implanted hydrogen [32]. The presence of H\textsubscript{2} in these NC was established by Raman spectroscopy. In Fig. 7a, the top Raman spectrum is composed of three peaks. The first two correspond to Si–Si and Si–H vibrations. The third one corresponds to the H–H vibration of H\textsubscript{2} ( vibron) and has a characteristic position when the H\textsubscript{2} is fluid, as it is the case here [30, 31]. Figure 7b shows hydrogen molecules H\textsubscript{2} in a NC [29].

The H\textsubscript{2} filling a NC is typically pressured to a dozen of GPa at 300 K [34–37]. This value is above the tensile strength of silicon, around 7 GPa. It is expected that this internal pressure of H\textsubscript{2} is much larger during annealing above 650 K [34]. This pressure decreases when the diameter of the NC increases. Reciprocally, this H\textsubscript{2} under pressure generates stress on the crystalline matrix. The resulting strain field contrast surrounding a NC can be observed by TEM, as shown in Fig. 8a [28]. A diagram showing the pressure of H\textsubscript{2} in NC on the Si crystalline matrix is presented in Fig. 8b [29].

Figure 8. (a) Cross-section TEM image showing a nanometric cavity pressurized by its internal H\textsubscript{2}, and the long-range surrounding strain field, deep under the free surface of a hydrogenated Si wafer below 470 K. From [28]. (b) Diagram showing the pressure of H\textsubscript{2} in nanometric cavities on the Si crystalline matrix. From [29].
2.1.2. In metal oxides with perovskite structure implanted with $H^+$

The same phenomena are observed in metal oxides with perovskite structure, such as SrTiO$_3$, BaTiO$_3$, LaAlO$_3$ and LiTaO$_3$ [38–40]. The two TEM images in Fig. 9 show large densities of NC under the surfaces of SrTiO$_3$ and LaAlO$_3$ [38].

Figure 9. TEM images of high local densities of hydrogen related nanometric cavities (side view) in metal oxides with perovskite structure near their surfaces. These samples were implanted with hydrogen at 300 K for SrTiO$_3$ (a) and 570 K for LaAlO$_3$ (b). From [38].

Figure 10. TEM images of nanometric cavities in polycrystalline proton conductors. Red arrows highlight some nanometric cavities. (a) Plane view in Gd-doped BaCeO$_3$ used below 770 K. From [41]. (b) Cross-section side view in Y-doped BaZrO$_3$ used at 590 K. From [42].
In hydrogen-implanted BaTiO$_3$, the internal pressure of H$_2$ in microcracks was evaluated between 0.004 and 0.5 GPa [39]. This pressure should be considerably higher in NC. The tensile strength of polycrystalline BaTiO$_3$ is 0.06 GPa.

2.1.3. In proton conductors used as solid electrolytes with hydrogen

High densities of NC related to hydrogen incorporation have been observed by TEM in three polycrystalline PC used as solid electrolytes with hydrogen [41–43]. Figure 10 shows TEM images of Gd-doped BaCeO$_3$ used below 770 K (Fig. 10a) and Y-doped BaZrO$_3$ used at 590 K (Fig. 10b). For Y-doped BaZrO$_3$, these NC were found within a depth

---

**Figure 11.** (a) Phase diagram $P - T$ of pure hydrogen, established by Raman spectroscopy. From [44, 46–51]. (b) Metallic-molecular phase IV of hydrogen. From [51].

**Figure 12.** Fully metallic phase of SiH$_4$ at only 113 GPa at 300 K. From [53].
The phenomena observed in PC near their cathode interface when they are used as solid electrolyte with hydrogen at around 650 K can be similar to those observed in silicon and in metal oxides with perovskite structure implanted with H⁺.

2.2. Partial metallization of hydrogen

2.2.1. Hydrogen with impurities under high pressures

Pure hydrogen can be compressed to high pressures in disk-shaped diamond anvil cells, whose dimensions are typically 100 µm in diameter and 5 µm in thickness \[44–49\]. The pressure–temperature phase diagram of hydrogen, obtained by Raman spectroscopy, is presented in Fig. 11a \[44,46–51\]. Hydrogen is a molecular solid in phase I above 5 GPa at 300 K, and above 23 GPa at 650 K. Above 250 GPa at 650 K, the phase of hydrogen has not been studied yet.

Above 250 GPa and at 300 K, hydrogen is a metallic-molecular solid in phase IV and/or V. As shown in Fig. 11b, the structures of these phases are constituted of alternating layers of:

1. H₂ molecules forming sheets of graphene type by intermolecular coupling, and whose state is intermediate between metallic state and molecular state,
2. normal hydrogen molecules H₂.

In metallic-molecular H₂, the intramolecular length of H₂, initially equal to 74 pm, increases with pressure \[51\]. Although whether it is possible to produce metallic hydrogen in the laboratory is still debated, above 450 GPa and at room temperature (not shown), hydrogen is supposed to be fully metallic and superconducting.

The presence of some impurities (Li, Si, S, . . .) significantly decreases the pressure required to approach a metallic state when hydrogen is compressed in a diamond anvil cell \[52–55\]. Figure 12 shows the structure of metallic SiH₄ under 113 GPa at 300 K, but SiH₄ is fully metallic above only 50 GPa \[53\]. In this configuration, hydrogen atoms are separated from each other by 154 pm.

2.2.2. Rydberg states

Different Rydberg states are shown in Fig. 13. A hydrogen Rydberg atom (Fig. 13a) is a hydrogen atom with its electron orbiting very far from the proton (> 5 nm), quasi-circularly \[56\]. It results from recombination of a proton.
and an electron, and it easily forms on metal oxide surfaces.

Hydrogen Rydberg matter H(1) is a hexagonal plane cluster of circular Rydberg atoms (Fig. 13b), whose electrons are strongly excited and delocalized [20–24]. In this phase, hydrogen is a generalized metal which has properties similar to covalent bonding. Protons are separated from each other by 150 pm at the fundamental energy level.

3. Research Approach

3.1. Rapid and temporary increase of H\(_2\) pressure in nanometric cavities of proton conductors

This research approach starts with the facts that PC, submitted to electrolysis with H\(_2\) at 650 K, can contain a high local density of NC near their cathode interfaces and are crossed by a large flux of hydrogen.

**Hypothesis 1:** The NC contain H\(_2\) and hydrogen combined with impurities under a pressure on the order of 0.1 GPa.

**Hypothesis 2:** The NC are penetrated by a large flux of hydrogen.

**Hypothesis 3:** The entering hydrogen is trapped in the NC in the form of H\(_2\), and the outgoing hydrogen flux is negligible compared to the entering flux.

**Hypothesis 4:** The internal pressure of the hydrogen in the NC increases rapidly and temporary well above the PC tensile strength. The questions arising from this hypothesis are discussed in Section 4.1.

3.2 Ultradense Rydberg matter formation in nanometric cavities of proton conductors with decrease of H\(_2\) pressure

From now on, H(0) is supposed to exist and to possibly form in PC. The proposed H(0) formation mechanism is illustrated in Fig. 14.

**Hypothesis 5:** In NC with a diameter greater than 40 nm, hydrogen penetrates in the form of circular Rydberg atoms \((n \geq 20, l = m = n - 1)\).

![Figure 14](image-url). Proposed mechanism for H(1) formation in nanometric cavities consisting of circular hydrogen Rydberg atoms bombarding metallic-molecular hydrogen sheets, followed by the formation of the hypothetical H(0) and decrease of pressure.
**Hypothesis 6**: The $\text{H}_2$ with impurities in the NC turns temporarily into a metallic-molecular phase. The required temporary internal pressure could be only on the order of tens GPa.

**Hypothesis 7**: Circular Rydberg atoms penetrating into the NC transfer their excitation energy to the metallic-molecular sheets of $\text{H}_2$ in the immediate proximity of the NC wall, and together, they turn into Rydberg matter H(1).

**Hypothesis 8**: H(1) spontaneously turns into H(0) under the conditions prevailing in the NC. This transition is accompanied by a pressure decrease in the NC.

**4. Discussion**

4.1. Rapid and temporary increase of $\text{H}_2$ pressure in nanometric cavities well above the tensile strength of the proton conductor

It should take less than 1 min to increase the pressure of pure hydrogen from 0.1 to 20 GPa at 650 K, in a disk-shaped NC with a thickness of 1.5 nm penetrated by a flux of five hydrogen atoms per nm$^2$ per second at normal incidence, regardless of its diameter [57]. Nowadays, better PC (for instance, Y-doped BaZrO$_3$ single crystals) can achieve much larger fluxes than the one considered here, estimated from [8]. Otherwise, since NC trap impurities, they might acquire a global electrical charge, and the incoming proton flux in NC might be different from what was envisaged.

In NC, what mechanisms limit this pressure increase? From what is known for H$^+$ implanted silicon during annealing, $\text{H}_2$ pressure increase in NC should accelerate the NC growth by Ostwald ripening. Yet, the mechanical properties of the crystalline matrix change locally within the vicinity of a single pressurized NC [39]. Pressurized NC could implement compressive stress on the nearby PC matrix, thus having an inhibiting effect on the growth on each other [29].

Moreover, $\text{H}_2$ pressure increase in NC should accelerate the coalescence of a tiny part of the NC into microcracks, in which the internal pressure is lower. At a given annealing temperature, depending on the local concentration of hydrogen, the characteristic time needed to form microcracks can be on the order of 1 h. Consequently, the proposed rapid internal pressure increase may be little limited by the slower NC coalescence into microcracks. Finally, an open question is: Why have only Samgin et al. [11] reported the observation of cracks in their PC samples after CMNS experiments?

4.2. Rydberg matter formation

Other open questions follow. Is it possible to decrease the pressure required for partial metallization of hydrogen in NC down to several tens of GPa, thanks to the presence of impurities and the entry of hydrogen atoms in NC in the form of Rydberg atoms?

What is the NC optimum size to form H(1)? If the NC are too small, circular Rydberg atoms cannot enter them. If they are too large, the $\text{H}_2$ internal pressure may be too low to turn $\text{H}_2$ into metallic-molecular phase. I propose 40 nm in diameter and 1.5 nm in thickness is the optimum size. The best NC orientation should be parallel to the interfaces. Furthermore, could the formation of $\text{H}_2$ Rydberg molecules [58] play a role in H(1) formation?

**5. Experimental Tests to Validate this Approach**

5.1. Transmission electron microscopy

The TEM is the best tool to observe NC in a crystalline matrix, and study their locations, their sizes, their shapes, their orientations and their density. Strain field contrast is also observable around NC containing hydrogen under pressure.
Together with simulations, it is possible to deduce the \( \text{H}_2 \) pressure within the NC [34]. The TEM with electron energy-loss spectroscopy enables accurate mapping of hydrogen in the samples, and provides information on its bounding [59,60].

5.2. Raman micro-spectroscopy

Raman micro-spectroscopy reveals hydrogen vibrations and is the most adapted tool to detect the presence of \( \text{H}_2 \) with impurities trapped in the NC near the cathode interface. Moreover, this technique enables us to identify and study the hydrogen phase: molecular fluid, molecular solid, metallic-molecular solid, or Rydberg matter H(1). For H(1), it is possible to study electronic excitation and vibrational shifts of its partially covalent bonding [20]. However, the presence of impurities in the NC should complicate the deciphering of the Raman spectra. It may then be difficult to identify the hydrogen phase and evaluate its internal pressure.

Otherwise, stresses undergone by the crystalline matrix, generated by \( \text{H}_2 \) in the NC, are also roughly assessable by Raman spectroscopy.

Sample structural characterizations under the surface up to a depth of about 1 \( \mu \text{m} \) can be carried out, after removing the cathode by chemical etching in an acid bath. By using a laser excitation wavelength below the optical absorption threshold, the probed depth can be decreased to about several hundreds of nm or less [61], which is the ideal depth to probe the NC. Furthermore, the use of confocal microscopy also limits the probed depth to \( \sim500 \text{ nm} \).

5.3. X-ray diffraction

X-ray diffraction enables us to measure strain perpendicular to the surface plane in a layer of a crystalline matrix, generated by a large density of in-plane NC containing \( \text{H}_2 \) under pressure. These measurements can be carried out in-situ [42]. Probed depth is around 2 \( \mu \text{m} \).

5.4. Neutron scattering

Neutron scattering can detect long range ordered structure of deuterium. It does not work so well on protium, due to its lower mass. If there is enough ordered deuterium in NC, a deuterium lattice may be detectable inside. Moreover, information could be obtained about the molecular dynamics and the collective dynamics of hydrogen (phonons) in NC. Yet, the probed depth is very large and the bulk of the sample is probed.

5.5. Nuclear magnetic resonance spectroscopy

An NMR spectrum with anomalously large shift in a proton NMR experiment would provide unambiguous independent confirmation of the presence of closely spaced hydrogen.

5.6. Laser-induced Coulomb explosions with time-of-flight mass spectroscopy

This technique allows to detect closely spaced hydrogen near a material surface, and evaluate the initial distance between them.

6. Conclusion

In proton conductors, used as solid electrolytes with hydrogen around 650 K, large densities of nanometric cavities can form near their cathode interfaces. Assuming these nanometric cavities contain \( \text{H}_2 \) precipitates with impurities under
a pressure on the order of 0.1 GPa, a simple mechanism is proposed to increase rapidly and temporarily the H\textsubscript{2} internal pressure well above the tensile strength of proton conductors. Then, assuming hydrogen can exist as ultradense H(0), a second mechanism is proposed to make the H\textsubscript{2} with impurities in the nanometric cavities turn into a metallic-molecular phase, form Rydberg matter H(1) and then form H(0) with a pressure decrease. In nanometric cavities, the presence of impurities and the entry of the hydrogen atoms in the form of Rydberg atoms are proposed to decrease the pressure required to form metallic-molecular hydrogen. Different experiments are proposed to study the hydrogen trapped in these nanometric cavities, particularly by transmission electron microscopy and Raman micro-spectroscopy.
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Abstract
This work continues our previous works on electron deep orbits of the hydrogen atom. An introduction shows the importance of the deep orbits of hydrogen (H or D) for research in the LENR domain, and gives some general considerations on the Electron Deep Orbits (EDOs). In a first part we quickly recall the known criticism against the EDO and how we face it. In particular, a solution to fix all problems is to consider a modified Coulomb potential with finite value inside the nucleus. For this reason, we deeply analyzed the specific work of Maly and Va’vra on deep orbits as solutions of the Dirac equation, with such a modified Coulomb potential without singular point. Then, by using a more complete ansatz, we made numerous computations on the wavefunctions of these EDOs, allowing to confirm the approximate size of the mean radii $\langle r \rangle$ of orbits and to find further properties. Moreover, we observed that the essential element for obtaining deep orbits solutions is special relativity. At a first glance, this fact results from an obvious algebraic property of the expression of energy levels obtained by the relativistic equations. Now, a comparative analysis of the relativistic and of the non-relativistic Schrödinger equation allows us to affirm that Special Relativity leads to the existence of EDOs because of the non-linear form of the relativistic expression for the total energy, which implies a relativistic non-linear correction to the Coulomb potential.

Keywords: Deep electron levels, LENR, Relativistic quantum physics, Singular solutions

1. Introduction
With the quantum equations habitually used in the literature for computing the bound states of the H atom, we note that there is, in the relativistic form, a crossroad with a choice of value or a choice of sign for a square root in a parameter. According to which path is chosen, the resolution process leads either to the usual “regular” solution or to an unusual one called an “anomalous” solution. This latter is rejected in the Quantum Mechanics textbooks because of its singularity at $r = 0$. 
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Why do we emphasize here the use of relativistic quantum equations? For (at least) two reasons:

(1) The relativistic equations can predict EDOs with a mean radius of order femto-meter; whereas the normal non-relativistic equations do not. We give a simple mathematical reason for this fact.

(2) With an EDO having a mean radius of order femto-meter, the Coulomb potential energy is high enough that the electron, so bound, is necessarily relativistic.

For many decades, the question of the existence of electron deep levels or EDOs for the hydrogen atom has led to a number of works and debates. The issue was raised early in the solutions to the Klein–Gordon and Dirac equations, which became the basis of modern quantum mechanics. Therefore, it could have been given a high degree of credence as the field developed to become the mainstream of modern physics. However, without experimental evidence to support the unusual claims, this issue could not be resolved and the deep-orbit solutions are still considered to be anomalous. With the advent of low-energy-nuclear reactions, LENR, such evidence (albeit indirect) may now be available. What are these orbits and why are they suddenly more important now?

- EDOs, predicted in the anomalous solutions of relativistic quantum equations, have mean radii of their orbitals of order femto-meter. This is five orders of magnitude smaller than the known atomic orbitals.
- So, hydrogen atoms (including deuterium) with an electron in a deep orbit (femto-atoms) can facilitate processes of LENR inside condensed matter. This occurs by ready penetration of atomic electron clouds and nuclear Coulomb barriers, by the avoidance of nuclear fragmentation in D–D→He fusion reactions, and by a means of increasing the rate of energy transfer between an excited nucleus and the surrounding lattice.
- Moreover, femto-atoms can create femto-molecules and both can combine with lattice nuclei for transmutation without the normal resultant energetic radiations. This is not possible by other mechanisms.
- Mathematical arguments against the anomalous solutions of the relativistic equations have dominated the discussion of this issue for over 50 years. However, by acceptance of the physical reality of a non-singular central potential within a nuclear region, these objections no longer pertain.
- Numerical methods, available now with modern computers, readily allow prediction of properties and features of the EDOs from the exact equations that are not possible with the approximations made to keep the relativistic equations in the form of analytic functions.

Possibly the first application for the deep-electron orbits was in an early explanation of the nature of the neutron as a proton with a tightly bound electron. This particular concept was rejected nearly a century ago on theoretical physics grounds for several reasons [1]. This rejection would have been much more difficult to accept had the charge density distribution of the neutron that is available today been known at the time [2]. The negative outer edge, presently attributed to a negative pion cloud, certainly looks like a deep-orbiting electron.

Since the late 1950s, whenever the deep-orbit solution was rediscovered (every decade), it was immediately rejected based on mathematical, rather than on physical, reasons. Therefore, because the issue was never resolved and the importance of these unobserved orbits was so questionable, the difficult (perhaps impossible at the time) experiments to verify their existence were never even attempted and the issue never became general knowledge in the profession. Decades later, when experimental evidence for halo nuclei was obtained, rather than use the known, but largely forgotten, deep-orbit solutions that would introduce the beginning of a whole new nuclear chemistry and physics, physicists just stretched the strong nuclear potential beyond all expectations to explain the phenomenon.

With the advent of LENR phenomena and subsequent research, recognition that electron proximity between the hydrogen nuclei was necessary to overcome the Coulomb barrier again brought the deep-orbit solutions to the relativistic quantum-mechanical equations into focus [3,4]. However, the concept was unknown within the field and therefore almost ignored. By 2005, it was not even possible to publish papers in favor of the concept. (At that time, it was still possible to get a paper on the subject into the arXiv, [5].) On the other hand, papers showing that such deep orbits
were mathematically forbidden could still be published in physics journals. The present authors have spent the last year proving, in several papers [6–8], that the singular Coulomb potential \( V = k/r = -\infty \) at \( r = 0 \) used to reject the deep-orbit solution, can be replaced by a more realistic one (in several versions) and can lead to a valid, non-singular solution for the deep orbits.

It was recognized early in the CF development that the best (perhaps the only) means of fusion at low temperatures and energies was to increase the time that negative charge spends between fusing nuclei. This means of overcoming the Coulomb barrier between nuclei is a continuing theme and is addressed in most models of LENR (see e.g., [9]). The other side of the problem was emphasized in 2013 (by Akito Takahashi at ICCF-15): “even if the Coulomb barrier were to be lowered to zero, D + D fusion would still lead to \(^4\text{He}\)-fragmentation products, not to the observed atomic \(^4\text{He}\) and heat of CF.” This problem is perhaps best addressed by the means and consequences of electron decay to the deep orbits [10,11].

With the recognition that deep-orbit electrons can explain some of the fundamental problems of cold fusion, a more complete study of the nature and effects of these relativistic electrons was begun [12]. An important side issue of this study was the nature of electromagnetic radiation from the deep-orbit electrons and the ability of deep-orbit electrons to transfer energy between an excited nucleus and the lattice [13]. As confidence grew in the CF results for transmutation in both the PdD and NiH systems, the concept of longer-lived “femto-atoms”, their nature and their consequences, became the subject of analysis [14,15]. These studies led to an understanding of 3-body fusion processes (femto-atom + nucleus) to explain both transmutation without hard radiation and selective radio-isotope remediation.

The most-often-challenged portion of the deep-orbit electron scenario is why the deep levels are not immediately filled from atomic orbitals and why are they not readily observed? While there are several reasons, a straight-forward reason involves the lack of overlap of all atomic orbitals, except for the \( l = 0 \), s-orbits, with the deep-electron orbits. The normal electro-magnetic transition (via photons) between two \( l = 0 \) levels is highly forbidden. If the deep levels are unable to be populated in the natural environment and in the normal manner, then how are we to get electrons into these levels? This latter question has been addressed in part by [16–18].

Since the deep-orbit model can explain all of the observed CF results that we have addressed and is based on the fundamental equations of relativistic quantum mechanics, it should be readily accepted. It is hoped that, with the cooperation of a mathematician and a physicist in the present authors, the non-physical reasons for rejecting the concept can be eliminated and a firm mathematical base can be laid that would lead to acceptance of both the deep orbits and a theory for cold fusion.

2. Arguments against the EDO States and Possible Solutions

The most known arguments against the EDO states, while assuming a singular \( 1/r \) Coulomb potential, have been already exposed in [6] and in a more developed way in [7], as well as the possible solutions to resolve these questions. They concern only the radial solutions of the quantum equations. We quickly recall these arguments and some counter-arguments.

2.1. The wavefunction has a singular point at the origin

For the solutions called anomalous, the radial function \(|R(r)| \to \infty \) when \( r \to 0 \) and the wavefunction \( \psi(r, \theta, \varphi) \) does not obey a boundary condition. In fact, this problem comes from the expression of the Coulomb potential in \( 1/r \). So, some authors of EDO solutions remove this trouble by saying that the classical expression of the central potential is a good approximation for the bound state of a single electron atom, but considering the nucleus as a mathematical point is an unphysical abstraction. Also, one can argue against this problem by saying that the nucleus is not a point, but its charge is “smeared” over a distance of about 1fm. Solving the equation with a smeared out Coulomb potential
would produce a solution not diverging at the origin, but with certain minor changes on the EDO state. We indicate such solutions in Section 2.2.

We can add that, in the case of heavy nuclei, the accepted regular solutions of the relativistic Schrödinger equation also have a singular point at the origin, because the square of the coupling parameter \((Z\alpha)^2\) is not “small”; e.g. for atomic Cs, it is equal to \(\sim 0.16\), that gives \(s \sim -0.2\) for \(l = 0\) (for the parameter \(s\), see Section 3.1.1).

2.2. The wavefunction is not square integrable

It is a serious problem, because in this case the wavefunction cannot be normalized in the entire space. As in Section 2.1., it results essentially from the behavior of the wavefunction \(\psi\) at the origin and not for \(r \to +\infty\). Indeed, to define the norm of a wavefunction \(\psi(r, \theta, \varphi)\) given in spherical coordinates, one has to compute

\[
\int |\psi|^2 \sin \theta r^2 d\theta d\varphi dr = \int |Y(\theta, \varphi)|^2 \sin \theta d\theta d\varphi \int |R(r)|^2 r^2 dr,
\]

where \(Y(\theta, \varphi)\) are the so-called spherical harmonics, depending on quantum numbers \(l\) and \(m\) not indicated here. One knows the left integral is finite, while the right one depends on the behavior of \(|R(r)|^2 r^2\) at the origin.

Here we can cite the work of Naudts [5], where an EDO state for hydrogen atom is found by using a Klein–Gordon equation, starting from a time-dependent relativistic Schrödinger equation. Because of chosen conditions on the parameters of the equation, the obtained solution is square integrable, thus normalizable. We have particularly developed explanations on this interesting result in [7], where the electron binding energy (BE) is very high in absolute value, with \(|\text{BE}| \sim 507\) keV. We note the author only looks for solutions corresponding to spherically symmetric states, i.e. with angular quantum number (usually noted \(l\)) equal to 0.

Other works exist on singular states of the hydrogen atom, as e.g. in [19], where the author considers a compressed atom in a confinement potential described by a finite potential step at some given radius \(R_w\) taken at \(\sim 2.5\) Å. A singular solution with deep orbits is obtained from a non-relativistic Schrödinger equation, by considering only the case \(l = 0\), while using specific ansatz and approximation methods. But, because of the method used, the binding energy is not computed; neither is the mean radius. In fact, we think these levels could correspond to what we call pseudo-regular solutions [7].

Finally, we note most works on EDOs show that it is not possible to obtain square-integrable EDO solutions by means of the Dirac equations if keeping a Coulomb potential that is singular at the origin.

2.3. The orthogonality criterion cannot be satisfied

This mathematical condition, defined in a rather subtle way, corresponds to the fact the Hamiltonian, representing the total energy, must be a Hermitian operator, in order for its eigenvalues to be real, since they represent energy values of solutions. So, eigenfunctions corresponding to distinct values have to be orthogonal.

We can find in [20] the author examines the asymptotical behavior of the solutions of the non-relativistic Schrödinger, of the Klein–Gordon, and of the Dirac equations, as functions of formal variations of the coupling constant \(\alpha\), and looks for conditions to satisfy known orthogonality criterion for the equation solutions. In particular the author eliminates the EDO solutions. Nevertheless, one can find in works on self-adjoint extension of operators for potentials with a singularity, e.g. in [21], a mathematical proof that singular solutions of the Klein–Gordon equation satisfy orthogonality for at least an angular momentum \(l = 0\). However, no positive result can be proved for the EDO solutions of the Dirac equations.

2.4. The strength of the binding seems to increase when the coupling strength decreases

In [22], the author imagines variations of the coupling constant \(\alpha\) and observes consequences on eigenfunctions of a Klein–Gordon equation and of a 2-D Dirac equation. Doing this, he points to a very strange phenomenon concerning
the algebraic expressions of the EDO solutions: when $\alpha$ decreases and tends towards 0, the binding energy of the electron increases in absolute value.

We think this result is obtained in the context of an ill-defined system and is done so, uniquely, on a pure mathematical basis. Indeed, the coupling constant $\alpha$ can be expressed by $\alpha = e/c\hbar$. So, from a physical point of view, we can see $\alpha$ is actually entangled with several fundamental constants, in particular the Planck constant, the velocity of the light, and the elementary electric charge. So, modifying $\alpha$ without caution can certainly lead to paradoxical physical results (e.g., letting $\alpha$ go to zero means that the charge does also; thus, there are no bound states and no binding energy).

2.5. Conclusion

As a quick conclusion of this section, we observed the following facts:

- The three first arguments against EDO automatically disappear if we consider the nucleus not to be a point, i.e. the Coulomb potential is corrected in order to have finite value inside the nucleus.
- Such a corrected Coulomb potential without singular point at the origin is necessary to accept EDO solutions of Dirac equation. Moreover, considering a nucleus with finite dimension has real physical meaning, especially if we look for deep orbit solutions, for which the mean radius is close to nuclear dimensions.

3. The Deep Orbits obtained as Solutions of Relativistic Equations

First, we quickly recall a specific work [3] on deep orbits, named Dirac Deep Levels (DDLs), as solutions of the relativistic Schrödinger and of the Dirac equations, which presented the most complete solution until recently. These solutions include an infinite family of DDL solutions for hydrogen-like atoms. Moreover, as these solutions were obtained by full analytic methods, the algebraic expressions of the energy levels point out an important fact: Special Relativity is essential to actually obtain deep orbits with high binding energy (in absolute value). This point is developed in Section 4. Next, we recall a second work [4] of the same authors, on solutions of Dirac equation for hydrogen-like atoms with a corrected potential near the nucleus. Then we report the results of a recent and complete analysis of this second work, with further developments and open questions. This analysis was required because of some criticism about the method used.

3.1. First results of Maly and Va’vra on “DDLs”

3.1.1. EDO obtained by using the relativistic Schrödinger equation

Maly and Va’vra consider the radial equation in the form given in ([23], 51.15):

$$\frac{1}{\rho^2} \frac{d}{d\rho} \left( \rho^2 \frac{dR}{d\rho} \right) + \left[ \frac{\lambda}{\rho} - \frac{1}{4} - \frac{l(l + 1) - Z\alpha^2}{\rho^2} \right] R = 0. \quad (1)$$

They introduce an ansatz $R(\rho) = \rho^s e^{-\frac{\rho}{r}} L(\rho)$ in the radial equation, where $L(\rho)$ is a series of powers of $\rho$, $s$ is a real parameter, and $\rho$ is a real numerical parameter, without physical dimension but proportional to the radius $r$. Then, one can show that the eigenvalue energy $E$ of the Hamiltonian is defined by the following expression, which is in fact the Sommerfeld relation:

$$E = mc^2 \left[ 1 + \left( \frac{(Z\alpha)^2}{\lambda^2} \right) \right]^{-1/2}, \quad (2)$$
where we recognize parameters $\lambda$ and $\alpha$ of the prior equation. They are without dimension, but we have to note that $\alpha(\sim 1/137)$ is the coupling constant; for the hydrogen atom, we have $Z = 1$, that we consider hereafter.

Two conditions must be satisfied for obtaining convergence of the series $L(r); s(s+1) + \alpha^2 - l(l+1) = 0$, where $l$ is the angular momentum quantum number, and $\lambda = n' + s + 1$, where $n'$ is an integer number $\geq 0$. The first condition, a quadratic equation, has two roots: $s = -1/2 \pm [(l + 1/2)^2 - \alpha^2]^{1/2}$.

The usual regular solution for electronic energy levels is obtained by taking a positive sign in the expression for the root $s$, while a negative sign yields the so-called anomalous solution, giving the following expression for the energy levels:

$$E = mc^2 \left[ 1 + \frac{\alpha^2}{\left(n' + \frac{1}{2} - \left((l + \frac{1}{2})^2 - \alpha^2 \right)^{1/2}\right)^2} \right]^{-1/2},$$

where $n'$ is the radial quantum number and $l$ is the angular momentum quantum number.

The values represented by $E$ are the total energy of the electronic orbitals. The corresponding binding energies $BE$ are defined as $BE = E - mc^2$, which values have the usual negative sign.

In previous works, we showed that all energy values given by the expression of $E$ do not correspond to deep orbits, but only the ones satisfying the relation $n' = l$, i.e. equality between the radial quantum number and the angular quantum number. Indeed, this condition allows one to drastically reduce the expression for $\lambda$:

From $\lambda = n' + s + 1$, $s = -\frac{1}{2} - [(l + \frac{1}{2})^2 - \alpha^2]^{1/2}$ and $n' = l$, we can deduce $\lambda \sim \alpha^2/(2l+1)$, as $\alpha \ll 1$.

Next, by carrying this into the expression of $E$, one can deduce $E \sim mc^2\alpha/(2l+1)$. So, for all values of $l$, including the case $l = 0$, we have $E \ll mc^2$. Under these conditions, the binding energy $|BE|$ is very high and that means the orbit is very deep. There is an infinite family of these very deep energy levels with $|BE| > 507$ keV. Moreover, when the condition $n' = l$ is satisfied, we can note the following fact: if $l$ (and thus also $n'$) increases, then $E$ decreases, which implies $|BE|$ increases.

So, when the radial number increases, the electron is more strongly bound to the nucleus, which is the opposite behavior of the atomic orbitals. As noted in Section 5.1, the coupling constant $\alpha$ exists in only the relativistic equations.

3.1.2. EDO obtained by using the Dirac equation

Maly and Va’vra refer to and use the method developed in [23], by starting with the system of radial equations obtained after separating the variables in spherical coordinates. We recall the Dirac equation, essentially relativistic since built from the relativistic expression of the total energy, has the following form in a central Coulomb potential:

$$\left(i\hbar \partial_t + i\hbar c \alpha \cdot \nabla - \beta mc^2 - V\right)\Psi(t, x)$$

where $\alpha$ and $\beta$ represent the Dirac matrices, and $\alpha$ is in fact a 3-vector of 4×4 matrices built from the Pauli matrices. Here, $V$ is the Coulomb potential, defined by $-e^2/4\pi r$.

During the solution process of the system of radial equations by using an ansatz, a condition on a parameter $s$ occurs as an exponent. This condition in the ansatz, like the one appearing in the Schrödinger equation, as seen above, is the following: $s = \pm (k^2 - \alpha^2)^{1/2}$, where the scalar $\alpha$ again represents the coupling constant (do not confuse $alpha$ with the Dirac matrices representation above). Also, as in Section 3.2.1, if taking the positive sign in the expression of $s$, one has the usual “regular” solutions for energy levels, then with the negative sign, one has the so-called “anomalous” solutions.
The expression obtained for the energy levels is the following:

\[ E = mc^2 \left[ 1 + \frac{\alpha^2}{(n' + s)^2} \right]^{-1/2}. \]  

(4)

We note this expression again has a form equivalent to the Sommerfeld relation, but where the parameter \( s \) has an expression slightly different from the one in Section 3.1.1. It contains the specific Dirac angular quantum number \( k \) instead of the usual orbital quantum number \( l \).

If we consider the anomalous solutions, by choosing the negative sign \( s \) in the expression of \( E \), this one reads:

\[ E = mc^2 \left[ 1 + \frac{\alpha^2}{(n' - \sqrt{(k^2 - \alpha^2)})^2} \right]^{-1/2}. \]  

(5)

In this expression, \( n' \) is again the radial number, while \( k \) is the Dirac angular number which can take any integer value \( \neq 0 \). But hereafter, as \( k \) is involved everywhere in absolute value, we suppose \( k > 0 \). As in the case of the relativistic Schrödinger equation, all solutions do not correspond to deep orbits, but only the ones satisfying the relation \( n' = k \), i.e. equality between the radial quantum number and the Dirac angular quantum number. Indeed, we can see that if \( n' = k \), the sub-expression \( D \) of the total energy \( E_D = n' - (k^2 - \alpha^2)^{1/2} \) becomes \( D = k - (k^2 - \alpha^2)^{1/2} \), which is very small since \( D \sim \alpha^2/2k \), and \( E \sim mc^2\alpha/2k \). Then \( |BE| \sim mc^2(1 - \alpha/2k) \) and \( |BE| \) is close to the rest mass energy of the electron, 511 keV. Note that since \( k \) cannot = 0, then neither can \( n' \).

From the expression of \( |BE| \), we can deduce a result similar to the binding energies of the EDOs solutions of the relativistic Schrödinger equation. Under the condition \( n' = k \) (necessary condition for EDOs), when \( k \) increases, the absolute value \( |BE| \) of the binding energy increases. This means that, as the angular momentum \( k \) increases, the electron is more strongly bound to the nucleus. So, a natural question arose: what about the mean radius? Or more precisely, how does the mean value of the orbit radius progress as \( n' \) increases and tends to infinity? One could guess a partial answer to this question, while reading between the lines of the second work of Maly and Va’vra, which we recall in Section 3.2.

3.2. Deep orbits obtained as solutions of the Dirac equation with a corrected potential near the nucleus

In their second work [4], the authors determine the wavefunctions of EDOs, the so-called DDLs, for hydrogen-like atom solutions of the Dirac equation. They considered the nucleus not to be point-like, and thus the potential inside the nucleus is finite at the origin \( r = 0 \).

This requires one to carry out the following things:

- To choose a radius \( R_0 \), the so-called matching radius, delimiting two spatial domains: an outside one, where the potential is correctly expressed by the usual Coulomb potential, an inside, where the potential cannot be expressed by the Coulomb potential and which no longer has a singular point at \( r = 0 \). Of course, this choice may seem arbitrary, but it takes physical meaning if one chooses a value \( R_0 \) close to the charge radius \( R_c \) of the nucleus. For example, for hydrogen H atom, the nucleus is reduced to one proton and this one has \( R_c \sim 0.875 \) F from CODATA [24]. So one can reasonably choose \( 1 \) F < \( R_0 \) < 1.3 F.

- To choose a suitable expression for the inside potential. It is again an arbitrary point, but we observed (see further in Section 4.2.2) that this choice has weak influence on the numerical results that interest us, especially the value of mean radius as function of \( k \).
To satisfy continuity conditions at the matching radius $R_0$ for connecting the inside and outside potentials.

Solve the system of radial equations for the outside potential, i.e. Coulomb potential, that gives the outside solution composed of two components: functions $f_o$ and $g_o$.

Solve the system for the chosen inside potential, that gives the inside solution composed of two components: functions $f_i$ and $g_i$.

To satisfy continuity conditions while connecting the respective components of inside and outside solutions.

In their work, the authors made the following choices and processes:

- For the matching radius, the value is not explicitly given in their paper, but from a figure, it seems $R_0 \sim 1.2$ F, but perhaps slightly smaller than this value.
- The chosen inside potential $V(r)$ has the following expression:

$$V(r) = \left[ \frac{3}{2} - \frac{1}{2} \left( \frac{r^2}{R_0^2} \right) \right] \frac{Ze^2}{R_0} + \beta_0. \quad (6)$$

One can be surprised by the presence of the additive constant $\beta_0$; if it is not null, the continuity condition is not satisfied by the inside and outside potentials. Nevertheless, potential is relative and we will see further a possible usefulness of this constant. For the time being, we shall consider it is null.

- For finding the outside solutions $f_o$ and $g_o$, they use the computation method of [25], a completely analytic method, where both components of the radial wavefunction, respectively, include functions $F_1$ and $G_1$, expressed by means of confluent hyper-geometrical series.

- For the inside solutions, they choose an ansatz with two components, having the following form:

$$g_i = A r^{s_i - 1} G_2(r), \quad (7a)$$
$$f_i = i B r^{s_i - 1} F_2(r). \quad (7b)$$

Where $G_2(r)$ and $F_2(r)$ are power series. However, one may consider approximations by polynomials, by taking into account the following facts:

- $f_i$ and $g_i$ must be defined for $r < R_0$.
- For $r < R_0$, very small, the power terms vanish when the degree increases.

The classical method used, after inserting the ansatz into the equations, allows one to determine the exponent $s_i$ and the polynomial coefficients in order to obtain the solutions.

Nevertheless, it seems the cited paper was incomplete and useful information was in another paper of the same authors, referenced as "to be published" but never published. Indeed, the chosen ansatz does not allow one to connect both respective components of inside and outside solution, while respecting continuity conditions. A complete analysis of this problem, and the way we resolve it, is developed in [8]. Here, we simply recall the problem was resolved by taking a more complex ansatz including an additional real parameter $\lambda$ necessary to connect in a suitable manner the inside and outside functions. In our ansatz, the series/polynomials have the following form:

$$G_2(r) = a_1(\lambda r) + a_2(\lambda r)^2 + a_3(\lambda r)^3 + \cdots \quad \text{and} \quad F_2(r) = b_1(\lambda r) + b_2(\lambda r)^2 + b_3(\lambda r)^3 + \cdots \quad (8)$$

The matching process leads to solving a system of two linear equations with two unknown variables, $\lambda$, involved in the inside solutions, and a multiplicative coefficient involved in the outside solutions; we showed the system always has solutions for any value of $k$, which determines energy levels. Moreover, we verified that the orthogonality criterion and boundary conditions are satisfied by each "global solution" formed by the respective outside and the inside solutions.
4. Results obtained by Computations of the DDL Wavefunctions for Modified Potentials, further Developments and Discussion

4.1. Computation process for orbit mean radii

The value of the mean radius is an essential parameter for the LENR, since the range of the strong nuclear force is on the order of femto-meters (fm or F) and quickly decreases at distances $> \sim 3–5$ F. The mean radius of its electron orbitals determines the “size” of the atom and the value of the repulsive radius of an atom. This radius can be estimated approximately [4] to be the value where the electron probability density drops to 1/10 of its peak value.

Summarily, the computation process for mean orbit radius for a given value of $k$ includes the following steps:

- To determine both couples $(f_o, g_o)$ and $(f_i, g_i)$ of respective outside and inside solutions. At this step, the four functions $f_o, g_o, f_i$, and $g_i$ include parameters still to be determined.
- To connect them in suitable manner and by satisfying the continuity conditions, in order to obtain a couple of global wavefunction solutions $(F, G)$. During this step, the unknown parameters included in the initial functions $f_o, g_o, f_i$, and $g_i$ are fixed. The functions thereby completely defined can be noted $F_o, G_o, F_i$, and $G_i$.
- To compute the normalization constant $N$ by using the following formula:

$$
1/N = \int_0^{R_0} E l D_i \, dr + \int_{R_0}^{+\infty} E l D_o \, dr,
$$

where $E l D_i$ represents the electron probability density corresponding to the couple of inside functions $(F_i, G_i)$:

$$
E l D_i = 4\pi r^2 (|F_i|^2 + |G_i|^2)
$$

and likewise $E l D_o$ for the outside functions

$$
E l D_o = 4\pi r^2 (|F_o|^2 + |G_o|^2).
$$

Finally, to compute the mean radius $\langle r \rangle$ by using the following formula:

$$
\langle r \rangle = N \left[ \int_0^{R_0} r \, E l D_i \, dr + \int_{R_0}^{+\infty} r \, E l D_o \, dr \right].
$$

Now we have to note that, in principle, the numerical results of $\langle r \rangle$ should depend on the following preliminary choices:

- The choice of the matching radius $R_0$: even if its value is reasonably chosen to fit physical data, such as the charge radius of the considered nucleus, it is rather fuzzy.
- The choice of the inside (nuclear) potential: apart from a common condition requiring it be finite at $r = 0$, there are multiple possibilities, each depending on modeling and approximations for the nuclear structure. Two of the most used examples are the following:
  - A simple constant potential equal to the value of the Coulomb potential at the surface of the nucleus and corresponding to an uniformly charged empty spherical shell.
The potential function defined by the expression written in the previous sub-section and corresponding to a uniformly charged solid sphere.

Nevertheless, one can consider more complex potentials, or intermediate forms of both previous ones.

- A more subtle choice, related to the precision of the inside functions, and depending on the approximation degree chosen for the polynomials of the ansatz, i.e. the power degrees of these polynomials.
- Of course, the choice of the considered hydrogen-like atom.

4.2. Numerical results

We carried out several series of computations for different choices listed in Section 4.1.

4.2.1. Results obtained from parameters near those of Maly and Va’vra

Here we first give the values of \( \langle r \rangle \) computed for hydrogen atom H, while following approximately the choices of Maly and Va’vra:

- \( R_0 = 1.2 \) F.
- A nuclear potential defined by the expression given in Section 4.1 but assuming \( \beta_0 = 0 \). It approximates the proton by a uniformly charged solid sphere.
- The polynomials of our ansatz have degree 6, while the ones of M&V, for a simpler ansatz, have degree 5.

Under these conditions, we have the following values \( \langle r \rangle \) for the mean orbit radii for different \( k \) values:

- \( k = 1 \), \( \langle r \rangle \sim 6.62 \) F;
- \( k = 2 \), \( \langle r \rangle \sim 1.65 \) F;
- \( k = 3 \), \( \langle r \rangle \sim 1.39 \) F;
- \( k = 10 \), \( \langle r \rangle \sim 1.22 \) F;
- \( k = 20 \), \( \langle r \rangle \sim 1.20 \) F.

The computed values are given with only three digits for high values of \( k \), on account of uncertainties on the considered method.

We can note the following facts deduced from these computation:

- We obtain values of the same size order as that in [4], while we used a method which is likely different. So, we have a good confirmation of the prior results. Those authors indicate explicitly the value 5.2 F for the DDL atom H for \( k = 1 \), and they give only this case for atomic H.
- The mean radius decreases when \( k \) increases, which is consistent with the fact that the binding energy in absolute value \(|\text{BE}|\) increases when \( k \) increases, as expected in [6].
- After an abrupt fall between the value for \( k = 1 \) and the one for \( k = 2 \), the value of the radius asymptotically tends to the value of the matching radius 1.2 F. One can think there is an actual “accumulation sphere” at \( r \sim R_0 \), for the DDL orbits corresponding to \( k \geq 20 \), and these are indistinguishable.

In Fig. 1, we plot the near-nucleus normalized electron probability density functions (NEPD) for \( k = 1, 2, \) and 3.

4.2.2. Varying the parameters

Here we only report conclusions about results described in detail in [8].
With different values for $R_0$, we obtain the same kind of progression when $k$ increases, i.e. $\langle r \rangle$ decreases when $k$ increases and $\langle r \rangle$ still asymptotically tends to $R_0$.

- We also note a near-linear shift of the values of $\langle r \rangle$ in the same direction as the shift of $R_0$. This effect is most important for the first values of $k$. For example, with $R_0 = 0.78$ F (not a reasonable value for atom H but only a style exercise) we obtain $\langle r \rangle \sim 4.6$ F for $k = 1$; and with $R_0 = 2.8$ F, which is reasonable for Li6 atom (it has charge radius $R_c \sim 2.59$ with $Z = 3$), we have $\langle r \rangle \sim 13.4$ F for $k = 1$.

- When taking polynomials of higher degree, we have still the same progression, but with slightly smaller values of $\langle r \rangle$ for the smallest values of $k$ and then there is convergence.

- Surprisingly, a change of the nuclear potential has almost no influence on the results. Of course, we tested reasonable changes, i.e. such that the potential does not increase (in absolute value) for $r < R_0$. More precisely, we defined a parameterized potential, which can be fixed in intermediate forms between the potential previously tested and a constant potential for $r < R_0$, by the following expression:

$$V(r) = e^2(-\beta_1 + \beta_2 r^2), \quad \text{with } \beta_1 = (2 + \varepsilon)/2R_0 \text{ and } \beta_2 = \varepsilon/2R_0^3.$$ (13)

In fact, one can think the “inside” (i.e. nuclear) potential has only a very weak influence on the results, because the electron probability density inside the nucleus has a weak weight.

In conclusion:

- The values of the mean radius $\langle r \rangle$ are dependent on the angular number $k$.

- For any considered changes of the parameters, the progression of the values when $k$ increases is always the same: the values of $\langle r \rangle$ decrease and tend to the value of the matching radius.

- The values of $\langle r \rangle$, globally, are nearly independent of the parameters except for the value of the matching radius $R_0$. This seems logical from a physical point of view, when recognizing the charge radius of the nucleus. Nevertheless, the mathematical method introduces an intrinsic degree of arbitrariness in the choice of $R_0$ that cannot be eliminated.
4.3. Discussion on some criticisms about the considered method, and attempts to correct discrepancies

Here we consider two questions which arose about the method of corrected potential.

4.3.1. Question about the dependence of the inside solutions on the nuclear charge potential, and the coherence of the values of energies

On the one hand, we note a subtle criticism [26] about some lack of dependence of the solutions on the nuclear potential. By computation, we verified this lack of dependence (as indicated previously). On the other hand, if we compute, in an approximate manner, the value of binding energies BE corresponding to the computed values of the mean radius, we find some discrepancy.

For this question, we consider as test values, the values of mean radii \( \langle r \rangle \) given at the beginning of the Section 4.2.1. for \( k = 1, 2, 3, \) and 10. Effectively, if we compute binding energies corresponding to these radius values, while considering the simplified hypothesis where the electron orbits are quasi-circular, we obtain the following values of BE: –97, –275, –301, and –320 keV corresponding to radius values 6.62, 1.65, 1.39, and 1.22 F, respectively.

These values have been computed by using the relativistic virial theorem [27,28], with the following relations:

\[
\begin{align*}
PE &= -\gamma mc^2 = -e^2/r, \\
KE &= mc^2(\gamma - 1), \\
BE &= KE + PE, \\
Total\ energy\ E &= mc^2 + BE.
\end{align*}
\]

Of course, these calculations are carried out in a relativistic semi-classical way, but they give size orders having important shifts with respect to the starting values of BE for DDLs orbits, which are the following: –509, –510, –510.4, and –510.8 keV with the same sequence. A possible reason is related to method of corrected potential. On the one hand, the inside functions are directly dependent on the nuclear potential \( V(r) \), because this potential is inserted into the Dirac equation system to be solved. On the other hand, they involve DDL original energy values \( E \) (i.e. the ones indicated just above) inserted into the equation system, and so they indirectly depend on the Coulomb potential.

To correct this discrepancy, we use a method of iterative computation with convergence, which is precisely described in [8]. Summarily, at each computation cycle, one inserts energies, computed from previously computed radii, into the equations, until they reach a fixed point. We carry out this whole process for each \( k = 1, 2, 3, \) and 10 with following results:

- for \( k = 2, 3, \) and 10, the process reaches a fixed value at the first computation cycle, and we obtain the values of BE –275, –301, and –320 keV for radii 1.65, 1.39, and 1.22, respectively.
- for \( k = 1, \) as the successive values approximately behave as geometrical series; one can say there is convergence at radius value \( \sim 12 \) F, that would give BE \( \sim -56 \) keV.

In conclusion, we tend to think the actual DDLs for a modified potential will correspond to the results of this convergence process, which provides energy coherence and improved dependence of the inside functions on nuclear potential.

4.3.2. Question about a discontinuity of the derivative of solutions

A recent criticism was reported by a colleague, concerning the discontinuity of the derivative of the wave functions at the matching radius. Indeed, in the method for connecting the inside and outside functions at \( R_0 \), for Dirac equation, one satisfies continuity only for the functions, but not for their derivatives. This seems to be a common practice, as the Dirac equation is a first-order differential equation. We can observe, in Fig. 1, that the electron probability functions also have discontinuities of the derivative at \( \rho = 1.2 \) F, as a consequence of the derivative discontinuity of the wavefunctions.
The criticism about this fact is the following: as the left-derivative and the right-derivative of the solutions are not equal at $R_0$, one can deduce, in reporting their values into the radial equations, that the potential seems discontinuous at $R_0$. This is equivalent to supposing an additional virtual potential $\Delta P$ at $R_0$, creating a well or a barrier according the sign of $\Delta P$. The author of this criticism claimed that the discontinuity and the virtual potential $\Delta P$ are needed for the existence of EDO.

One may ask why this happens, because if the inside and outside functions are solutions of the equations, the continuity of the derivatives should be automatically satisfied. Nevertheless, we must not forget that the inside solutions are obtained by polynomial approximations, which are less and less good when $r$ increases and tends to $R_0$. So the discontinuity, as well as the ghost potential, is actually a simple artifact due to technical imperfections of the method of corrected potential:

- There are not enough free parameters in the inside/outside solutions to satisfy in the same time (needed since the components $f$ and $g$ are coupled in the radial equation system) the continuity of both components $f$, $g$ and the continuity of their derivative. The used ansatz (Section 3.2) allows us to satisfy only two equations, but not four equations required for continuity and derivatives.
- The polynomials approximations do not allow us to obtain the continuity of the derivatives at $R_0$.

We can say the discontinuity of the wavefunctions has no relation with the existence of EDOs, since it was obtained as solutions of the Dirac equation with pure Coulomb potential. Wavefunctions with modified finite potential are needed only to satisfy mathematical properties (see Section 2) and to compute the mean radii $\langle r \rangle$ of orbits in a more realistic context (i.e., where the nucleus has dimension and the potential is finite). Nevertheless, we wanted to look for possible ways to study/correct this imperfection, while observing in all our computations of normalization constants and $\langle r \rangle$ (see Section 4.3.1) that the components of $g$, both the inside function $g_i$ and the outside one $g_o$, dominate. This dominance of $g$ over $f$ can even reach several orders of magnitude for the outside functions when $k$ increases.

So, to compute the mean radius $\langle r \rangle$ with the only largest component yields results close to the results with both components. Then we carried out numerous computations in various ways: e.g. to use the additive parameter $\beta_0$ (indicated in Section 3.2) as an additive potential to balance the virtual potential $\Delta P$ for the largest component, or to satisfy continuity and derivative continuity for this component. These computations always give results close to the ones indicated in the previous section.

As an example, in Fig. 2, we plotted a zoom of the large component of the wavefunction, satisfying both continuity and derivative continuity, with $k = 2$. For this one, we obtained 1.36 F instead of 1.6 F for the original solution.

![Figure 2. Large component $g$ of the adjusted wavefunction for $k = 2$ and $R_0 = 1.2$ F.](image-url)
course, it is an approximation since the computation was made only by using the component $g$. As a conclusion, we think it is not useful to look for a more complex method to resolve this question.

5. Why Special Relativity is needed to obtain EDOs with High Binding Energy

In previous works, we observe that non-relativistic equations give singular solutions, but these do not correspond to orbits with high binding energy (in absolute value). A physical reason is that an electron in a deep orbit is necessarily relativistic. So, it is more logical to use relativistic equations to find EDOs.

We also observed a pure mathematical reason which allows us to sort the EDO among the singular solutions of a relativistic equation, when we have analytic solutions at our disposal with energy levels $E$ determined by an algebraic expression. Under these conditions, we can clearly see EDOs are obtained when a sub-expression, easily identifiable (see Section 3), can be drastically reduced. We saw such reductions are obtained by equating the radial number $\nu'$ with the involved angular number ($l$ or $k$). One can wonder if there is not a deeper reason behind this pure algebraic fact, in particular a reason having more physical meaning.

We have found such a deeper reason, first by comparing the relativistic version of the Schrödinger equation with its classical non-relativistic version and then by recognizing a relativistic correction to the potential, which is not taken into account for the usual atomic orbits because it is too weak at these energy levels. We have developed a complete analysis of this question in a paper [29] not yet published. Here we report only some essential elements and conclusion of this analysis.

5.1. Role and meaning of a relativistic parameter in the relativistic Schrödinger equation

The Dirac equation is essentially relativistic. On the other hand, as the Schrödinger equation has two versions, relativistic and non-relativistic, it is very easy to find parameters that make a difference. We can see that there is one parameter, which addresses our question and gives actual meaning to the involvement of relativity in EDOs.

We give both following versions of Schrödinger equations for the hydrogen atom, as extracted from [23]:

\[
\frac{1}{\rho^2} \frac{d}{d\rho} \left( \rho^2 \frac{dR}{d\rho} \right) + \left[ \frac{\lambda}{\rho} - \frac{1}{4} - \frac{l (l + 1) - \alpha^2}{\rho^2} \right] R = 0, \tag{14}
\]

\[
\frac{1}{\rho^2} \frac{d}{d\rho} \left( \rho^2 \frac{dR}{d\rho} \right) + \left[ \frac{\lambda'}{\rho} - \frac{1}{4} - \frac{l (l + 1)}{\rho^2} \right] R = 0. \tag{15}
\]

The former is the relativistic one, already indicated in Section 3.1.1, while the latter is the non-relativistic one. They are expressed in terms of the dimensionless variable $\rho$ for the radius, and $R$ is the radial function, depending on $\rho$. We can observe that they are almost the same expression, except for the occurrence of an additional parameter, the coupling constant $\alpha$, in the relativistic version. In [23] the equation contains the symbol $\gamma$ instead of $\alpha$, for a possible generalization at any atom with $\gamma = Z \alpha$. Of course, $\lambda \neq \lambda'$ and the transformation of the initial radius $r$ into the dimensionless variable is not the same for both equations.

5.2. The term $\alpha^2$ is the source of EDO solutions

We already saw, in Section 3.1.1, that the energy levels are given by the following expression

\[
E = mc^2 \left( 1 + \frac{\alpha^2}{\lambda^2} \right)^{-1/2}. \tag{16}
\]
We also noted the EDO solutions are given by inserting \( s = -\frac{1}{2} - \left[ (l + \frac{1}{2}) - \alpha^2 \right]^\frac{1}{2} \) in the ansatz used for finding the solutions, since it provides a total energy of \( E \sim mc^2 \alpha/(2l+1) \), when \( n' = l \), and then a very high binding energy \( |BE| = mc^2[1 - \alpha/(2l + 1)] \), where the second term is \( \ll 1 \). The term \( \alpha^2 \) occurring in the expression of \( E \) above directly comes from the one occurring in the relativistic equation.

It is not possible to set \( n' = l \) in the case of the non-relativistic equation, where we recall that the singular solutions are obtained when taking \( s = -(l+1) \). Here, the parameter \( \lambda' \) has to satisfy the condition \( \lambda' = n' + s + 1 \), for all types of solutions, which gives \( \lambda' = n' - l \) for the singular ones. As the energy levels are given by \( E = -mc^2 \alpha^2/2\lambda'^2 \), one cannot reduce the expression for \( E \) by making \( n' = l \), which would lead to \( \lambda' = 0 \) and thus to a singularity in the non-relativistic \( E \).

5.3. What does the occurrence of \( \alpha^2 \) mean?

The key to the answer is the fact the relativistic equation is built from the relativistic expression of total energy in free space \( E^2 = c^2p^2 + m^2c^4 \), where \( p \) is the momentum vector. Next one introduces an electromagnetic field in covariant form into the expression of \( E \), and finally, since the nuclear Coulomb potential has spherical symmetry, one can write \( (E-V)^2 = c^2p^2 + m^2c^4 \), where \( V \) is the Coulomb potential depending on the radius \( r \). Afterwards, the expression \( (E-V)^2 - m^2c^4 \), developed into \( E^2 - m^2c^4 - 2VE + V^2 \), gives rise to several energy factors during the process of the Schrödinger building.

For example, the term \( \lambda\rho \) occurring in the equation, and proportional to the Coulomb potential energy \( V \), comes from \( 2VE \). However, it is the term \( \gamma^2\rho^2 \), distinctive in the relativistic equation, which interests us. It comes from and is proportional to \( V^2 \). Moreover the parameter \( \lambda \), used while building the dimensionless equation (14), is defined by \( \lambda = 2E\alpha/hc \), with \( \epsilon = [4(m^2c^4 - E^2)/\hbar^2c^2]^{1/2} \). one has \( \lambda > 0 \). By looking at this equation, one can observe the term \( \alpha^2\rho^2 \), greater than zero and proportional \( V^2 \), is added to the term \( \lambda\rho \), which is greater than zero and proportional to \( V \).

So, we find the real meaning of the occurrence of \( \alpha^2 \) in Eq. (14) as cause of the existence of EDOs. It corresponds to a dynamic relativistic correction to the Coulomb potential energy \( V \) in the form of a term proportional to \( V^2 \), which strengthens the static potential energy \( V \).

Of course, the Dirac equation leads also to the same relativistic quadratic correction of the static potential \( V \), but less directly visible than for the Klein-Gordon (or relativistic Schrödinger) equation. The general form of this correction (see e.g. [30,31]), but neglecting the centrifugal barrier paper, leads to the following effective “dynamic” potential:

\[
V_{\text{eff}} = V(E/mc^2) - V^2/2mc^2. \tag{17}
\]

Note that in the case of a relativistic electron, one can show \( V_{\text{eff}} = \gamma V + V^2/2mc^2 \), where \( \gamma \) denotes the well-known relativistic coefficient, i.e. \( \gamma = (1-v^2/c^2)^{-1/2} \).

Note also that, while looking at both expressions of \( V_{\text{eff}} \) given above, it is not clearly visible that one always has \( |V_{\text{eff}}| > |V| \), i.e. a strengthening of the “normal” Coulomb potential. However, physically, since potential is an integral of the Coulomb force that increases as the electric-field lines of both the electron and central potential are relativistically compressed (strengthened), one would expect it to increase. Where the (effective) energy of the increased potential comes from and how it can exceed the static potential energy (normally) used to determine the invariant total system energy is another discussion.

Nevertheless, we showed in [29] that, at least in the case of quasi-circular orbits, we have the following result:

- One always has \( |V_{\text{eff}}| > |V| \) and \( V_{\text{eff}} \) is attractive (a negative value),
- \( |V_{\text{eff}}| \) quickly increases as a function of \( |V| \), with a parabolic behavior in \( |V|^2 \) when \( |V| \to +\infty \).
5.4. Computation of $V_{\text{eff}}$ in the case of EDOs

Again with the quasi-circular orbits hypothesis, we computed the values of $V_{\text{eff}}$ for the values of mean radii $\langle r \rangle$ given in Section 4.2.1. for EDOs orbits with $k = 1, 2, 3, 10$ and assuming $R_0 = 1.2 \text{ F}$.

We have the following results for $V_{\text{eff}}$, where we indicate, at the same time, the values of $\langle r \rangle$, $V$, $\gamma$, $\Delta V = |V_{\text{eff}} - V|$, and the kinetic energy KE:

- $k = 1$, $\langle r \rangle \sim 6.6 \text{ F}$, $\gamma \sim 1.2$, $V \sim -218 \text{ keV}$, $V_{\text{eff}} \sim -222 \text{ keV}$, $\Delta V \sim 4 \text{ keV}$, $\text{KE} \sim 120 \text{ keV}$,
- $k = 2$, $\langle r \rangle \sim 1.7 \text{ F}$, $\gamma \sim 2.2$, $V \sim -873 \text{ keV}$, $V_{\text{eff}} \sim -1.15 \text{ MeV}$, $\Delta V \sim 277 \text{ keV}$, $\text{KE} \sim 597 \text{ keV}$,
- $k = 3$, $\langle r \rangle \sim 1.4 \text{ F}$, $\gamma \sim 2.4$, $V \sim -1.04 \text{ MeV}$, $V_{\text{eff}} \sim -1.47 \text{ MeV}$, $\Delta V \sim 430 \text{ keV}$, $\text{KE} \sim 734 \text{ keV}$,
- $k = 10$, $\langle r \rangle \sim 1.2 \text{ F}$, $\gamma \sim 2.7$, $V \sim -1.17 \text{ MeV}$, $V_{\text{eff}} \sim -1.79 \text{ MeV}$, $\Delta V \sim 620 \text{ keV}$, $\text{KE} \sim 854 \text{ keV}$.

Of course, value uncertainties are great, therefore the numbers are rounded for clarity.

From the results above, we can see that, when $k$ increases and as $\langle r \rangle$ decreases, $\gamma$ and $|V_{\text{eff}}|$ increase because of relativistic effects and $|V|$ increases because the circularization of the orbits allows a lower average radius in the potential minimum. We also note that the ratio $\Delta V/\text{KE}$ increases with these changes because of the non-linear relativistic effects.

So, from a physical point of view, we can think the relativistic motion of the electron strengthens its effective potential energy in the Coulomb field, and even an increasing part of the kinetic energy seems “to act” on the strengthening $\Delta V$ of the potential energy, when the velocity of the electron increases. However, the effective potential used above does not include the centrifugal barrier that also increases with both $k$ and $\gamma$.

6. Conclusion, Open Questions, Future Works

- At this point, we have reviewed the method of corrected nuclear potential applied to the deep-orbit solutions of Maly and Va‘vra, we extended the results found by those authors and we found new results concerning the general properties of the deep orbits. Indeed, on the one hand, we have confirmed the order of values of mean radii $\langle r \rangle$ given by the authors. On the other hand, while varying the computational parameters, we observed that changes of values for $\langle r \rangle$ depend on few, other than the matching radius $R_0$. Even if the choice of $R_0$ is a little arbitrary, this dependence is logical from a physical point of view when taking into account the charge radius of the nucleus (itself essentially related to the atomic number $Z$ and the mass number $A$ of the atom). We observed, in particular, a weak dependence of $\langle r \rangle$ on the inside functions, i.e. the solution inside the nucleus. In fact, the weight of the inside functions is about one half of that of the outside functions.
- Concerning the general properties of the deep orbits, we had previously shown that the mean radii $\langle r \rangle$ decrease asymptotically to $R_0$ as the angular number $k$ increases. This leads to the binding energy (in absolute value) increasing with $k$.
- Considering the weak dependence of results on our parametric variations, we can say the method is rather robust, a strength of this method of corrected potential.
- We also analyzed possible weaknesses of the method, identified in some criticism and in our own observations about the energy levels corresponding to the values of $\langle r \rangle$. The question of consistent energies for the values of $\langle r \rangle$ led us to a modified computation process assuming almost circular orbits. This gives the same values of $\langle r \rangle$ for $k > 1$, but almost doubles the radius for $k = 1$. The principal changes in the results concern new values of binding energy, which are significantly smaller (in absolute value) than those for the original EDOs.
- We think these values, from 275 keV (for $k = 2$) to 320 keV (for $k = 10$), with a limit $\sim 320$ keV as $k \to \infty$, could be the actual values for EDOs. But this is still conjecture, because computations were made only with the simplified hypothesis of almost circular orbits. Anyway, we can note such modifications have
no implication for the existence of EDOs in the LENR process. Nevertheless, the lower binding energies of this computation greatly enhance the probability of populating the deep levels by near-field electromagnetic coupling of electrons in atomic orbitals with adjacent lattice nucleons and raising them to low-lying nuclear excited states.

- Another question is based on a discontinuity of the wavefunction derivatives at their matching point that leads to a virtual additive potential at \( R_0 \). Nevertheless, while attempting to correct possible unwanted influence of this potential on the results, we observed by computation that there are no significant effects.

- Most importantly, we reveal the essential role of Special Relativity for the existence of EDOs with high binding energy due to the quadratic expression of the relativistic total energy. This leads to a dynamic correction to the original Coulomb potential and yields a noteworthy strengthening of the potential under some hypotheses. A more detailed analysis of the role of Special Relativity can be found in [29].

- Concerning open questions, the following is not yet resolved: the equality condition for radial number and angular number allows one to discriminate the true EDOs, characterized by strong binding energy, amongst the set of other singular solutions of equations, which have almost the same binding energies as the classical regular ones. In previous papers, we called these special non-EDO solutions, “pseudo-regular solutions.” In the same vein, we have not yet interpreted the meaning of these pseudo-regular solutions.

- Finally, a serious problem is still hanging over the existence of EDOs: do they respect the Heisenberg relation? Recent, but approximate, computations tend to answer yes to this question. Indeed, a first solution came from the spin-orbit interaction, which generates a very high attractive potential at the very small EDO radii. This potential exceeds that needed to provide the very high “Heisenberg kinetic energy” corresponding to electrons at these radii.

- To study the stability of EDOs, we still have to work more deeply on the properties of magnetic interactions and other possible effects near the nucleus, in order to evaluate the possible combinations of potential energies. In particular, the ones involved in the works of Vigier [32], Barut et al. [33] and Samsonenko et al. [34], and the correction to the Dirac operator due to the anomalous magnetic moment of the electron [35] might pertain.

**Appendix added in Review**

Up to now, we have worked on deep orbits as singular solutions of the Dirac equation, after analyzing, verifying and extending known works on this subject, such as those of Maly and Vav’ra [3,4].

Historically, the relativistic quantum mechanics for the electron became a field of quantitative science with the advent of the Dirac equations, which has subsequently been used for a very large number of applications. Indeed, many models for atoms, molecules and solids are based on many-electron generalizations of the Dirac equation. Nevertheless, we have now to take into account some known difficulties concerning this model of quantum physics. For example, where the generalization of the single-electron Schrödinger equation to the two-electron case immediately led to answers that compared well with experiment, the analogous generalization of the single-electron Dirac equation to the two-electron case led to the Brown–Ravenhall disease [36]. This problem (also referred as the continuum dissolution problem) is pointed out in virtually all works on many-electron questions. Summarily, it arises because solutions of Dirac equation form two continuums: the electron and positron ones; then, on double excitation of a pair of correlated electrons, one electron can end in the negative energy continuum (positrons), while the other lands in the positive energy continuum, the total system energy being retained. As a consequence, the number of such electron-positron states for an initial electron pair is infinite, and any energy level of the bound electron pair system is infinitely degenerate. This problem can be resolved by introducing special projection operators in the Hamiltonian to restrict it only to positive energy states, but of course one has no longer the classical “key in hand” analytic solution.

The Dirac equation includes other problems, such as e.g. the Klein paradox or also the fact, noted by Thaller [35],
that the Newton–Wigner operator (usually) taken as position observable leads to superluminal propagation.

Such problems lead us to introduce methods of quantum electrodynamics (QED) in our next works. Indeed, a critical feature in the construction of QED, which allowed a resolution for Brown-Ravenhall disease, was the complete elimination of the negative energy states for the description of electrons, and a corresponding complete elimination of the positive energy states for the description of positrons.

Moreover, QED became indispensable to continue our study, as it can take into account much subtle phenomena, such as, e.g. Lamb shift, which could be much more important near the nucleus than for atomic electrons.

Of course, as noted by Rusakova [37], the Brown–Ravenhall disease appears only in many-body cases. But the reviewer states our localized solutions of Dirac equations are in fact negative energy state solutions, after ending up analyzing such states in various ways. We think this could be a consequence of the fact the Dirac Hamiltonian is not bounded from below. As in QED, where the negative energy states are simply removed by construction from the available spectrum, the best way to resolve the question would be to try to look for deep orbits by using QED methods. One can even say that if there exists only one reason to introduce QED in our future work, it is this one.

Nevertheless, we have to recall [7] that the deep orbits, as singular solutions of Dirac equation, occur only when the angular number \( k \) and radial number \( n' \) are equal. This case, for \( k = n' \), separates the positive- and negative-energy solutions. It falls on the positive-energy side. In fact there is a lot of other singular solutions: for \( k > n' \), we explicitly get negative energy solutions, while for \( k < n' \), we get solutions having almost the same (positive) energy levels as the regular ones (pseudo-regular solutions). As indicated in the conclusion above, we have not yet interpreted this situation, but one can think this profusion of weird solutions certainly introduces a big complication into the research of effective deep orbits.
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Abstract
A previous article paved the way from a dark gravity theory (DG) toward LENR. This article is intended to go beyond the conceptual foundations (which will only be briefly summarized), and to provide a more technical detailed road map. An important revision of the theory was also made necessary by the recent direct detection of gravitational waves by Ligo. Finally, justifications will be given for adopting a slightly modified view of the process that triggers the formation of micro lightning balls, those enigmatic objects being produced in association with (and arguably responsible for) LENR, as we have recently identified the key role being played by a local increase of the density of electrons by various methods including a high luminosity beam (pulse) of electrons on a target.
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1. Introduction
As a reminder, in this introduction we shall list the main conceptual steps toward Dark Gravity and main achievements of the theory referring the reader to our previous article [18] for a more in-depth presentation.

- In the 1970s, due to the increasing difficulties in trying to reach a coherent theory of quantum gravity, many theorists were led to doubt that the gravitational field was the metric describing the geometrical properties of space–time itself. Rather we should perhaps rehabilitate the old view of a nondynamical space–time with metric $g_{\mu\nu}$ beyond the field $g_{\mu\nu}$, the latter remaining merely, for all fields minimally coupled to it, the prism through which the space and time intervals (inherently nondeformable) are seen deformed.
- But all attempts toward theories involving both $g_{\mu\nu}$ and $\eta_{\mu\nu}$ to hopefully facilitate quantization, were strongly conflicting with accurate tests of the equivalence principle and were progressively abandoned. Those attempts however missed a crucial point: in presence of $\eta_{\mu\nu}$, $g_{\mu\nu}$ has a twin $\tilde{g}_{\mu\nu}$. The two being linked by

$$\tilde{g}_{\mu\nu} = \eta_{\mu\rho}\eta_{\nu\sigma} \left[ g^{-1} \right]^{\rho\sigma} = \left[ \eta^{\mu\rho} \eta^{\nu\sigma} g_{\rho\sigma} \right]^{-1} + \quad (1)$$

are just the two faces of a single field (no new degrees of freedom) that we called a Janus field.

*E-mail: fhenryco@yahoo.fr.
• The action (thus the equations derived from it) must be invariant under the permutation of \( g_{\mu\nu} \) and \( \tilde{g}_{\mu\nu} \). This is achieved by simply adding to the usual GR and SM (standard model) action, the similar action with \( \tilde{g}_{\mu\nu} \) in place of \( g_{\mu\nu} \) everywhere.

\[
\int d^4x(\sqrt{g}R + \sqrt{\tilde{g}}\tilde{R}) + \int d^4x(\sqrt{g}L + \sqrt{\tilde{g}}\tilde{L}),
\]

(2)

where \( R \) and \( \tilde{R} \) are the familiar Ricci scalars built from \( g \) or \( \tilde{g} \) as usual and \( L \) and \( \tilde{L} \) the Lagrangians for respectively SM F type fields propagating along \( g_{\mu\nu} \) geodesics and \( \tilde{F} \) fields propagating along \( \tilde{g}_{\mu\nu} \) geodesics. This theory symmetrizing the roles of \( g_{\mu\nu} \) and \( \tilde{g}_{\mu\nu} \) is DG.

• It results from the derived equations that the only interaction allowed between our side \( F \) fields and \( \tilde{F} \) fields of the dark side of the DG universe is Anti-gravity (readily readable from Eq. (1) involving an inverse matrix \( g^{-1} \)).

• This is the only kind of theory enabling Anti-gravity (negative energy sources for gravity) in a stable way.

• A negative energy is just the energy of an ordinary field as seen from the other side of gravity. All fields living on the same side of gravity see each other as positive energy fields (but this sign is then merely a matter of convention).

• The fundamental symmetry linking the two faces of the Janus field \( g_{\mu\nu} \) and \( \tilde{g}_{\mu\nu} \) is actually time reversal. This is most easily checked in DG cosmological solutions but also in the gravific energy reversal when the observer changes sides under time reversal. This time reversal is really understood as a genuine discrete symmetry in a gravitational context and does not apply to our field through a general coordinate transformation.

• According special relativity alone, time reversal was the natural way to transform a positive into negative energy. However, a less obvious anti-unitary time reversal operator was elected in QFT, which avoided the regeneration of negative energies but not any removal nor reinterpretation of those states which from the beginning have been solutions of all our relativistic field equations. In DG, QFT negative energy solutions and a Unitary time reversal can now be rehabilitated.

• The well known instability issues between interacting positive and negative energy fields are trivially solved for nongravitational interactions which are forbidden between \( F \) and \( \tilde{F} \) fields. Moreover even the new anti-gravitational interaction is stable as first advocated by JP Petit [3,7,8] (no runaway), the precursor and first explorer of Dark Gravity, and more recently Hossenfelder [4].

2. Solving the Equations for a Cosmological Solution

2.1. The scalar-tensor cosmological field

For a cosmological solution, both \( g_{\mu\nu} \) and \( \tilde{g}_{\mu\nu} \) must be homogeneous and isotropic, and given a flat nondynamical space–time with its Minkowskian metric entering in Eq. (1), this is only possible provided the spatial curvature parameter \( k = 0 \) in both faces of the FRW Janus field. We leave as an open option for the future the less natural case of a static nondynamical but curved space–time in which case \( g_{\mu\nu} \), \( \tilde{g}_{\mu\nu} \) and the metric of space–time will share the same \( k \) and, for the scale factor, the same solutions as in the flat case since \( k \) terms will be found to cancel out from the equations. So far we just note that the already tested with good accuracy, perfect flatness of our universe, can be considered a prediction of DG (without any need for inflation) since there is no reason why the nondynamical space–time itself should be curved in DG.

The next step is to try the Janus FRW ensatz and solve the equations for the scale factor \( a(t) \). One finds that only a static field can satisfy all the equations which would appear a dead end for a DG theory trying to describe the expansion history of the universe. However, it turns out that the theory is easily saved if the elements of the cosmological field are required to be tied together and cannot be varied independently. This is the case if our field
needed to describe cosmological expansion is built from a scalar $\Phi$ and we can write $g_{\mu\nu} = (-A, A, A, A) = \Phi \eta_{\mu\nu}$ and $\bar{g}_{\mu\nu} = (-1/A, 1/A, 1/A, 1/A) = \frac{1}{\Phi} \eta_{\mu\nu}$. Quite naturally, we shall call this field a scalar-tensor Janus field.

The form taken by this homogeneous field could be further justified based on discrete space–time symmetry arguments, [2], Section 6. Moreover, we will later argue that this field has to be genetically homogeneous, i.e. from birth required to be the spatially independent $\Phi(t)$, ensuring it cannot be perturbed in anyway because we will need to avoid any adverse scalar contribution to the radiation of gravitational waves.

Another independent Janus field will thus be required later to describe local gravity, a field where all elements will be allowed to vary independently as usual but then a field forced to remain asymptotically static to satisfy all the equations.

But for now, we are left with only one fundamental scalar equation to be satisfied by our scale factor $a(t) = 1/\bar{a}(t)$ in $\Phi(t) = A(t) = a^2(t)$ instead of the two Friedman equations in GR so we avoid the equation which in case $k = 0$ in GR implies that the universe density is constrained to be the critical density. In DG, having no such constraints to be satisfied by our densities we no longer need Dark Matter to fill any missing mass at the cosmological scale. Our fundamental cosmological single equation obtained by requiring the action to be extremal under any variation of $\Phi(t) = a^2(t)$ is:

$$a^2 \ddot{a} - \dot{a}^2 \dot{a} = \frac{4\pi G}{3} \left( a^4 (\rho - 3p) - \dot{a}^4 (\dot{\rho} - 3\dot{p}) \right).$$

(3)

2.2. Cosmology

We investigated in details the solutions of this cosmological equation and have shown that DG is able to reproduce the same scale factor expansion evolution as obtained within the standard LCDM Model. This is all summarized in Fig. 1. This expansion implies that the dark side of the universe is in contraction and was already dominated by radiation

![Figure 1. Evolution laws and time reversal of the conjugate universes, our side in blue.](image-url)
at the time of our side nucleosynthesis. Otherwise a nonvanishing source \( \dot{\rho} - 3\dot{p} \) from the Dark side would have implied a quite different evolution from LCDM and very different fractions for the light elements following Big-Bang Nucleosynthesis, which is completely excluded. The reason why the radiative era evolution \( t^{1/2} \) (the solutions first obtained in conformal time \( t \)) are straightforwardly translated into standard cosmological time \( t' \) evolution laws) and subsequent de-~

converged evolution \( t^{2/3} \) in the cold era on our side are the same as in LCDM is simple: provided our side scale factor \( a(t) \) dominates the inverse scale factor \( \tilde{a}(t) = 1/a(t) \) and provided \( \dot{\rho} - 3\dot{p} \) vanishes as well during our side hot era, dark side terms can be neglected in our cosmological equation which reduces to a cosmological equation known to be valid within GR (Figs. 1–3).

The very new feature of this history is that we are now also able to account for the recent acceleration of the universe without a cosmological constant in DG, assuming a discrete transition, genuine permutation of the conjugate scale factors which occurred about the transition redshift \( z_t = 0.7 \). Such transition is a very peculiar but also very natural feature of a theory where the discrete nature of the time reversal symmetry is really accounted for. We understand that the huge discontinuous transition itself did not produce an observable effect at the time it occurred. In particular the densities are the same just before and just after the transition. This seems to conflict with the usual understanding that the densities vary when the scale factor varies, the exact behaviour being deduced from the free fall equations. However the free fall equation simply does not apply to the time reversal process itself that instantaneously exchanges the roles of the conjugate scale factors. On the contrary our current understanding is that all physical quantities (matter and radiation properties) remain the same in such transition so that in our cosmological equation (3) it is only the terms that depend explicitly on the scale factors that are modified.\(^{5}\)

So neither the Hubble factors (the scale factor is transformed into its inverse and at the same time the infinitesimal \( dt \) is also transformed into \(-dt\) so that \( \dot{a}/a \) is invariant) nor densities did experience any discontinuity at the transition however the subsequent evolution now started to be driven by the dominant \( \tilde{a}(t) \) term on the left-hand side of our cosmological equation.

On the right-hand side of our cosmological equation, let us stay open minded and consider two alternatives. The conjugate side now should have reached huge densities after contracting by a \( \simeq 10^9 \) factor between Big Bang Nucleosynthesis and now (remember we don’t need to care about the instantaneous discontinuous permutation itself since it does not modify the densities). Thus \( \dot{\rho} - 3\dot{p} \) still zero is normally expected in a radiation dominated phase so that \( \rho - 3p \simeq \rho \propto 1/a^3(t) \) drives the evolution...

In this case our cosmological equation simplifies

\[
\frac{\ddot{a}}{a} + \frac{\dot{a}}{a} \propto \frac{1}{a}.
\]

With solution \( a(t) \propto t^{-2/3} \) which translates into an accelerated expansion regime \((t' - t_0)^{-2}\) with a Big Rip at future time \( t_0' \).

Another possibility is the one represented in Fig. 2 where a mother Universe lost contact with its conjugate and split into two new baby conjugate universes about a new re-normalized \( \eta \) background at a reset time origin \( t_0 \). If this happened during the cold matter dominated era (for instance between \( z = 1000 \) and now), this scenario is interesting because now our conjugate side universe might not be extremely different from our side since the two originated recently from a same mother. Following this scenario, right now this recently born conjugate universe can be both in

---

\(^{5}\)We shall investigate later discontinuities in space, e.g. what happens when light or a body crosses the frontier between two regions where different regimes of the scale factor take place, one expanding and one contracting for instance. In this particular case of a discontinuity in space rather than in time, the body does not experience time reversal crossing it, so the equation of free fall applies (wave equations can always be solved in presence of potential discontinuities: forces are undefined but potential barriers and their effects are well defined, remind the square potentials of our basic QM courses) and new effects are expected that will be the subject of forthcoming sections.
Figure 2. Universe splitting giving birth to a new couple of conjugate universes, our side in blue.

...
everywhere simultaneously we could derive the following formula relating the transition redshift to the power \( \alpha \) of the recent accelerated expansion law \( t^{\alpha} \).

\[
z_{tr} = \left( \frac{2/3 - \alpha}{1 - \alpha} \right)^\alpha - 1. \tag{6}\]

Then one could check that our predicted \( \alpha = 2/(1 - \delta) \) in the second case gives \( 0.33 < z_{tr} < 0.78 \) for \( 0 < \delta < 1 \) in good agreement with the best current estimation \( z_{tr} = 0.67 \pm 0.1 \) [17]. In the first case \( \alpha = -2 \) gives \( z_{tr} = 0.27 \), which we notice, is quite close to \( z_{tr} = e^{1/3} - 1 \approx 0.4 \) corresponding to a modified fictitious LCDM cosmology with a discontinuous transition between 100% cold dark matter and 100% \( \Lambda \) dominated universe.

We probably cannot assume that the transition redshifts were everywhere exactly the same due to local inhomogeneities so that integrated over large regions, the resulting transition is likely to be observed significantly smoothed by this dispersion of \( z_{tr} \). The mean transition redshift is very sensitive to this since the LCDM very smooth transition well fits the data with \( \delta \approx 0.7 \) while a discrete transition would imply \( z_{tr} = e^{1/3} - 1 \approx 0.4 \) as we already noticed.

The good agreement in the second case particularly for a small \( \delta \), seems to imply a small dispersion of \( z_{tr} \) while in the first case or radiation dominated second case a much larger dispersion implying a very progressive and smoothed transition on the mean is required, a scenario which probably will be more difficult to discriminate from the very progressive LCDM transition between matter and Lambda dominated expansion.

Another lesson of the previous analysis is that with a possible succession of time reversals and rebirths of universes, particularly if the rebirth is originating from a finite sub-region of a mother universe (maybe a giant black-hole), the equality between matter and antimatter, which presumably was a starting point, can be completely lost in a given couple of conjugate universes and the fraction of baryons over photons can also be quite arbitrary on both sides.

Notice then that when we say that the conjugate side was in a radiative era at the time of our side BBN, this does not necessarily mean that it was very dense: on the contrary it could have been a very low energy density universe where the fraction of photons over baryons was and has remained much greater than on our side.

3. Local Gravity

Another Janus field and its own separate Einstein–Hilbert (E–H) action are required to describe local gravity because it cannot be mixed with our previous cosmological scalar-tensor field in the same E–H action without reintroducing an additional unwanted equation for the latter.

We can summarize what we learned from solving the equations for this field in the isotropic case.

- Our new Janus field for local gravity can only satisfy the equations provided it is asymptotically Minkowskian (as we already noticed in Section 2). This ensures that any global evolution is exclusively driven by our previous cosmological tensor-scalar field.
- We found a couple of static isotropic conjugate solutions in vacuum of the form \( g_{\mu\nu} = (B, A, A, A) \) and \( g_{\mu\nu} = (1/B, 1/A, 1/A, 1/A) \)

\[
A = e^{2M^2G/\gamma} \approx 1 + 2\frac{MG}{\gamma} + 2\frac{M^2G^2}{\gamma^2}, \tag{7}\]

\[
B = -\frac{1}{A} = e^{-2M^2G/\gamma} \approx -1 + 2\frac{MG}{\gamma} - 2\frac{M^2G^2}{\gamma^2} + \frac{4}{3}\frac{M^3G^3}{\gamma^3}, \tag{8}\]

perfectly suited to represent the field generated outside an elementary source mass \( M \). This is different from the GR one, though in good agreement up to Post-Newtonian order. It is straightforward to check that this Schwarzschild new solution involves no horizon: no more black hole!
The solution also confirms that a positive mass $M$ in the conjugate metric is seen as a negative mass $-M$ from its gravitational effect felt on our side.

The exponential form of the metric implies that a trivial superposition principle allows us to combine the field generated by a mass $M_1$ and the field generated by a mass $M_2$ at the same place: gravity is linear in the argument of the exponential. We did not already figure out all the implications of this result which we believe is of fundamental importance. We know about great theoretical efforts that were undertaken toward a modified theory of gravity just to get this kind of solution instead of the Schwarzschild GR one [26].

4. Gravitational Waves, Sound Waves and Vacuum Energy

4.1. Gravitational waves

Let us introduce a plane wave perturbation $h_{\mu \nu}$ with its counterpart $\tilde{h}_{\mu \nu}$. Then, up to a redefinition of the gravitational constant $G$ by a factor two (the same as for the equations of the $B = -1/A$ isotropic static field of Section 3), the linearized equations could be the same in GR and DG. Indeed, without such redefinition here we have:

$$2 \left( R_{\mu \nu}^{(1)} - \frac{1}{2} \eta_{\mu \nu} R^{(1)} \right) = -8\pi G (T_{\mu \nu} - \tilde{T}_{\mu \nu}). \quad (9)$$

We know that the physical degrees of freedom for these plane waves are quadrupolar (spin 2) and could well account for the recent direct observation of gravitational waves by Ligo. The apparent problem is that this equation is also valid to second order in the perturbation $h_{\mu \nu} = -\tilde{h}_{\mu \nu}$ because one just needs to add a quadratic term $t_{\mu \nu} - \tilde{t}_{\mu \nu}$ on the right-hand side standing for the energy–momentum of the gravitational field itself which has two cancelling contributions since $t_{\mu \nu} = \tilde{t}_{\mu \nu}$ to second order in small plane wave perturbations. This does not mean that there is no wave. Indeed the Linearized Bianchi identities are still obeyed on the left-hand side and it therefore follows the local conservation law:

$$\frac{\partial}{\partial x^\mu} (T_{\mu \nu}^{\mu \nu} + t_{\mu \nu} - \tilde{t}_{\mu \nu}) = 0, \quad (10)$$

where the indices were raised with $\eta$. The interpretation could be the following: for any wave radiated on our side which energy carried away by $t_{\mu \nu}$ was lost by $T_{\mu \nu}$ there is of course the accompanying wave on the conjugate side with the same energy $\tilde{t}_{\mu \nu} = t_{\mu \nu}$ carried away implying a back-reaction effect on whatever is the content of $\tilde{T}_{\mu \nu}$. $\partial_\mu T_{\mu \nu} = \partial_\mu \tilde{T}_{\mu \nu}$. It results that the following conservation equations might be separately verified:

$$\partial_\mu (T_{\mu \nu}^{\mu \nu} + t_{\mu \nu}) = 0, \quad (11)$$

$$\partial_\mu (\tilde{T}_{\mu \nu}^{\mu \nu} + \tilde{t}_{\mu \nu}) = 0. \quad (12)$$

In the first equation, we have exactly the same definition of $t_{\mu \nu}$ as in GR while in Eq. (9) the coupling is $G/2$ instead of $G$ in GR. Then for the same strength of gravity (implying a redefinition of $G$ in the equations of the $B = -1/A$ field of Section 3) we expect a radiated power divided by 2 in DG relative to GR.

One could imagine trying to get the correct emission of GW thanks to a separate Einstein–Hilbert action just for our quadrupolar plane waves with a twice larger coupling but this is extremely unnatural Ad-Hoc and most probably nonsensical to separately handle in this way the GW modes and those of the static local field.

A more appealing possibility is if a compact source of mass $M$ on our side generates by its anti-gravitational effect, a matter depleted region, e.g. a "hole" in the conjugate side distribution of matter-energy (resulting in an effective mass $-M$ there in static equilibrium with $M$ on our side) which effect would be equivalent to exactly doubling the source term in Eq. (9) to help us exactly recover the same prediction as in GR without redefining $G$. 
Another idea would maybe help this to work, e.g. get the exact $-M$ effective mass on the conjugate side in any case. The DG theory for the first time allows us to speculate about the vacuum being populated by a network of point fundamental masses with alternating masses plus or minus $m_0$, because such picture is then granted to be stable. The masses could be very big provided they are close to each other (small pitch of the network) without having ever been noticed experimentally. Then a given body immersed on our side in such false vacuum would attract the positive plus $m_0$ on our side and repel the negative minus $m_0$ of the conjugate side resulting in the actual effective mass that we do measure for this body (we shall investigate in the next section another very different and unrelated kind of vacuum polarisation effect determined by vacuum quantum fluctuations). Because of this vacuum gravitational polarisation effect, any massive body might (further investigation needed) actually be considered as a pair of mass $+M$ on our side and almost exactly effective $-M$ (depleted vacuum region) on conjugate side resulting in the total effective gravific mass $2M$ so we do not need any redefinition of $G$ to recover the same predictions as in GR for both gravitational waves radiation and the local static field! Moreover the mass $+M$ on our side and $-M$ effective mass counterpart on the conjugate side free fall in exactly the same way in any external gravitational field because the behaviour of $-M$ is the same as that of an Archimedian Bubble: it falls in the opposite way, so this extension of the theory appears fully consistent!

Finally, we might consider an unconventional boundary condition for our fields being asymptotically Minkowskian up to a normalisation constant, e.g. $C/\eta_{\mu\nu}$ far from sources (this would not matter in GR). Then for $C \gg 1$ we are back to GR for local gravity because all terms depending on the conjugate field become negligible. Moreover $C/\eta_{\mu\nu}$ might be conceived as a frozen state of our tensor scalar field. This option is much less appealing because we might lose our beloved exponential static solution at the same time. Eventually, following this last approach, depending on the local $C$ value, a departure from GR predictions could be expected or not both for the gravitational waves radiated power and the local static gravitational field, e.g. depending on the context, we could get either exponential elements or the GR Schwarzschild solution for the static isotropic gravity; and get either no gravitational waves at all or the same radiated power as in General Relativity.

Anyway, stability is granted since those waves and the fields they directly couple to either on our or the conjugate side carry the same sign of the energy.

4.2. Gravity of the vacuum energy

It is well known that the vacuum energy arises as a cosmological constant term which we shall denote $\Lambda$. In the absence of gravitational or electromagnetic sources, there is also no reason why such term should differ on our and conjugate side of the Janus field, so the related energy momentum tensors simply are:

$$T_{\text{vac}}^{\mu\nu} = \Lambda g^{\mu\nu}, \quad \tilde{T}_{\text{vac}}^{\mu\nu} = \Lambda \tilde{g}^{\mu\nu} \quad (13)$$

and the corresponding source term in the DG equation:

$$\sqrt{\tilde{g}} T_{\text{vac}}^{\mu\nu} = \sqrt{\tilde{g}} \tilde{T}_{\text{vac}}^{\mu\nu} \eta_{\rho\sigma} \eta^{\lambda\nu} g_{\mu\lambda} g^{\rho\sigma} = \sqrt{\tilde{g}} \Lambda g^{\mu\nu} - \sqrt{\tilde{g}} \Lambda g^{\mu\nu} \quad (14)$$

naturally vanishes when $g_{\mu\nu} = \eta_{\mu\nu}$. This is already an impressive result!

However, this might not be the case in general, not only because of the nonvanishing $\sqrt{\tilde{g}} - \sqrt{g} = \sqrt{\tilde{g}} - \frac{1}{\sqrt{g}}$ factor but also because of an expected vacuum “polarisation” induced by any local concentration of mass: then $\Lambda$ gets replaced by a polarized $\Lambda f_{\mu}(g)$ on our side and anti-polarized $\Lambda f_{\mu}(\tilde{g}) = \Lambda / f_{\mu}(g)$ on the conjugate side. Therefore the source term in the DG equation becomes proportional to $F(g) - 1/F(g)$ where $F(g) = \sqrt{\tilde{g}} f_{\mu}(g)$ so that a condition
for a vanishing vacuum contribution to gravity anywhere is $f_p(g) = \frac{\sqrt{g}}{g}$ ($f_p(g)$ needs to be a scalar) which does not seem unreasonable.

So the solution to the worse discrepancy between observation and the General Relativity theory (the vacuum energy contribution to gravity should be huge everywhere which does not appear to be the case) is really now at hand in DG. By the way let us note that a theory without any polarization effect but with an effective action of the kind $\int d^4x \sqrt{\eta} \ln(g/\eta)$ on both sides of the Janus field would equally lead to a vanishing vacuum contribution to the gravitational field.

4.3. Acoustic waves

On the very hot conjugate side of our universe (but maybe not so dense if at the beginning of its contraction the conjugate side was almost empty and dominated by photons) not only gravitational but also acoustic waves (as the waves that left their imprint on the CMB) can propagate. The effect of those sound waves can also indirectly be detected from our side as they modify the local density of the fluid and therefore its local gravity felt on our side according the Janus field. Interferometers are also able to detect such longitudinal (acoustic like) waves as these do not expand/contract the two arms in the same way.

5. The Unified DG Theory

5.1. DG actions

Eventually the theory splits up into two parts, one with total action made of a E–H action for our scalar-tensor homogeneous and isotropic Janus field added to SM actions for $F$ and $\tilde{F}$ type fields respectively minimally coupled to $\Phi$ and $\Phi^{-1} \eta_{\mu\nu}$. The other part of the theory has an E–H action for the asymptotically Minkowskian Janus Field $g_{\mu\nu}$ for local gravity (which perturbations $h_{\mu\nu}$ and $\tilde{h}_{\mu\nu}$ can account for the detected gravitational waves) added again to SM actions for $F$ and $\tilde{F}$ type fields respectively minimally coupled to $g_{\mu\nu}$ and $\tilde{g}_{\mu\nu}$.

Our efforts did not allow us to merge the two Janus fields into one, neither in a single E–H action, as we already saw, nor in a single SM source action. This is because when we vary $g_{\mu\nu}$ in its E–H action, this field must also be alone in a SM action and not combined either in an additive or multiplicative way with $\Phi \eta_{\mu\nu}$ because globally there must be an exact cancellation between positive and negative gravific effects from both sides for $g_{\mu\nu}$ to remain asymptotically Minkowskian while introducing $\Phi \eta_{\mu\nu}$ in a SM source action would obviously break the equilibrium.

We thus have two separate theories: one theory that describes the generation of the homogeneous $\Phi \eta_{\mu\nu}$ and also how matter and radiation fields “feel” the effects of this field and one theory that describes the generation of local gravity $g_{\mu\nu}$ and gravitational waves and also how matter and radiation fields react to this gravity. Now the question is: is it possible to merge the theories by merely adding the SM and E–H Actions for $\Phi \eta_{\mu\nu}$ to the SM and E–H Actions for the asymptotically Minkowskian $g_{\mu\nu}$?

Following this way is technically feasible (see Section 9): we need to vary the matter and radiation fields in both SM actions these belong to in order to get their equations of motion. One finds violations of the Weak Equivalence Principle, and also strongly excluded expansion effects of orbital planetary periods relative to atomic periods in the solar system. Trying to cure this by varying the electromagnetic coupling according the scalar $\Phi(t)$ (as in Section 9) is not a solution because it would severely conflict with other strong constraints on the time variation of the fine structure constant. Thus, though we eventually have a good candidate for a unified theory, the latter is not suited to correctly describe all aspects of gravity in the inner part of the solar system at least during the last decades.

In GR because expansion effects and local gravity are described in the same field, it was possible to derive that local gravity in the solar system completely cancels the effect of the background expansion: in other words the solar
system is not expanding which is confirmed by various tests showing for instance that planetary periods are not drifting relative to atomic clock periods.

In DG we have two separate fields which implies that wherever the homogeneous scalar–tensor field applies it will hardly be possible to avoid the related expansion effects: this is for instance what we get in the solar system in our unified theory candidate where we merely add the actions of the two fields.

The only possible solution not to conflict with observational constraints which do not see expanding planet trajectories, is therefore to admit that $\Phi\eta_{\mu\nu}$ was absent at least in the inner part of the solar system during the last decades. But even more it might be that $\Phi\eta_{\mu\nu}$ is always totally absent in the vicinity of mass concentrations and is only discontinuously switched on far away from those gravity sources.

This way DG mimics GR again: no effect of expansion on small scales, but progressively taking place for GR when reaching the largest scales and discretely reappearing in DG at some distance from masses. This implies the existence of genuine field discontinuities at the frontier between zones where the asymptotically Minkowskian $g_{\mu\nu}$ applies alone and zones where $\Phi\eta_{\mu\nu}$ and $g_{\mu\nu}$ are most probably both active and their dynamics could well be described within our unified theory candidate.

To make the argument more simple, let us neglect local gravity and thus approximate our asymptotically Minkowskian $g_{\mu\nu}$ by $\eta_{\mu\nu}$ in the inner part of the solar system. Of course not to lose the cosmological redshift the transition must not be between this $\eta_{\mu\nu}$ and, in the same coordinate system, the outside $\Phi\eta_{\mu\nu}$ where photons spent most of the time during their cosmological trip. On the contrary, understanding that $\eta_{\mu\nu}$ is the metric in standard cosmological time coordinate the transition must be between this $\eta_{\mu\nu}$ and $\Phi\eta_{\mu\nu}$ as well expressed in standard cosmological time coordinate. This means that such new kind of spatial transition discontinuity (between $\eta_{\mu\nu}$ and $\Phi\eta_{\mu\nu}$ expressed in standard time rather than the previously encountered kind of discontinuity between $\Phi\eta_{\mu\nu}$ and $\Phi^{-1}\eta_{\mu\nu}$) now only affects the spatial elements of the metric: small speed matter can freely cross such discontinuity without any noticeable effects while on the contrary light will see a real potential barrier when crossing it.

5.2. Alternating theories

An as well interesting alternative would make appeal to discontinuities in time rather than in space. We are naturally led to consider a possible alternating between the two theories, i.e. that the time is divided in pairs of slots with durations $T_g$ and $T_\Phi$, one for the asymptotically Minkowskian dynamics and one for the homogeneous field dynamics. This kind of time quantization is facilitated by what we have understood about discontinuities in time as having no effect by themselves and allowing now to jump not only between $\Phi\eta_{\mu\nu}$ and $\Phi^{-1}\eta_{\mu\nu}$ but also between $\Phi\eta_{\mu\nu}$ and $g_{\mu\nu}$. So maybe $\Phi\eta_{\mu\nu}$ and the related expansion effects were momentarily absent in the inner part of the solar system, in a recent past including a few decades because it was switched off as it is periodically switched on and off and is therefore able to account on the mean for the redshift on cosmological time scales.

6. Spatial Discontinuities and the Pioneer Effect

6.1. Spatial discontinuities

We have already considered two kinds of discontinuities in time (between $\Phi\eta_{\mu\nu}$ and $\Phi^{-1}\eta_{\mu\nu}$ or between $\Phi\eta_{\mu\nu}$ and $g_{\mu\nu}$) and also spatial discontinuities (between $\Phi\eta_{\mu\nu}$ and $g_{\mu\nu}$). We now shall investigate possible spatial discontinuities of a second kind, e.g. between $\Phi\eta_{\mu\nu}$ and $\Phi^{-1}\eta_{\mu\nu}$. Indeed, one single solution $a(t)$ for the scale factor might not be at work everywhere on a given side of the universe. Some regions might instead be evolving according to the other solution $1/a(t)$ implying that the conjugate background (scalar–tensor) metrics exchange their roles from one to the neighbour region but then also a genuine discontinuity of this background field at their common frontier. The background field is a two valued field that can only jump from one value to the other T-conjugate one: this is another far reaching
consequence of the fact that this scalar-tensor field is “genetically” space independent and cannot smoothly vary in space as would any other usual field because of an inhomogeneous source.\footnote{As we already stressed in previous articles [24], being discontinuous with perhaps global rather than local factors triggering those discontinuities, we have a promising framework to explore the roots of the as well discontinuous and nonlocal rules of quantum mechanics though on the other hand the instantaneous nonpropagated nature of the local gravitational field is now much less obvious than we believed it to be, there being quadrupolar waves to propagate it (maybe! it is left as an open question whether the quadrupolar propagating modes (pure plane wave hypothesis, no 1/r dependency) and isotropic mode (timeless in DG as in GR, according to the Birkhoff theorem) are eventually independent degrees of freedom or not).} As we already noticed in our previous article, the discontinuities do not necessarily imply huge potential barriers even though the scale factors have varied by many orders of magnitude between BBN and now. This is because time reversal but also time resets have no effect by themselves as we already explained in a previous section so that the two expansions pictured in top and bottom of Fig. 3 could be actually indistinguishable as for the total cosmological redshifts these imply as long as the evolutions in the continuous phases would be the same (this is not the case in Fig. 3 because in the bottom plot the evolution also had steady and contracting phases, which is also a possibility). On the other hand, the evolution represented at the bottom of Fig. 3 with its periodic resets implies that the conjugate scale factors might remain close to each other so that the implied potential barrier would not necessarily be huge from one region to the neighbour one and the related effects when crossing it might even remain unnoticed in some cases.

6.2. The Pioneer Effect

6.2.1. Introduction

One might wonder why we are still interested in the Pioneer effect after the final verdict by Wikipedia: “The apparent anomaly was a matter of tremendous interest for many years, but has been subsequently explained (in 2012) by an
anisotropic radiation pressure caused by the spacecraft’s heat loss.”

The problem is that the spacecraft asymmetric radiation estimated contribution to the anomaly had been shown to be much too small by Anderson [15] taking into account the details of the spacecraft which was specifically designed to keep the radiation as symmetric as possible. On the contrary one finds that all recent “detailed” simulations, in one way or another had to modify the structural properties of the spacecraft just to obtain the desired result: a much larger asymmetry of the radiation. My own detailed analysis is available in [24] (and [25] only in french sorry). Anderson himself is of course not convinced and has again, last summer, published an attempt to explain the Pioneer anomaly and its sudden onset after Saturn encounter by fundamental physics [16], relating it to the cosmological expansion just as we do (but not in the same way). He claims that the “thermal contribution to the anomaly can be approximately modeled to give almost only \( \approx 12\% \)”: that’s quite an accurate number isn’t it?! … and discussed at length in the conclusion of the publication.

6.2.2. Our theoretical explanation

Above formula (16) of Ref [15] there is a CHASMP frequency drift being mentioned which value is half the usually admitted Pioneer effect, followed by the ambiguous comment: half way only. This has even led the author of [14] to interpret that the Pioneer anomaly was actually a \( H_0 \) instead of \( 2H_0 \) drift in time rate. The ambiguity for us is the following: did they actually measure a \( H_0 \) Pioneer effect on a half way only (implying the Pioneer clock was not locked on the earth clock, contrary to what is asserted several times in the article [15]) from which they deduced the two way \( 2H_0 \) frequency drift assuming it was a Doppler effect or did they really measure the \( 2H_0 \) effect on the complete two way and then deduced from that, again assuming its really an anomalous Doppler effect, the half way value (that would be extremely strange because then there is absolutely no point mentioning this half way value as they do!).

For us, the effect has nothing of a Doppler effect and is actually due to a drift in time of the Pioneer free (unlocked) clock relative to earth clocks so there is an ambiguity because the two above interpretations can be translated into either a \( H_0 \) frequency drift in time of Pioneer clock relative to earth clock in the first (one way measurement) case and a \( 2H_0 \) frequency drift in time in the second (two way measurement) case.

In the following we shall explain how we could explain both a \( 2H_0 \) and a \( H_0 \) (more straightforward) rate for the drift. We tend to more believe in the \( H_0 \) drift because it is more natural in our theoretical framework, but we must still consider the \( 2H_0 \) alternative possibility.

Suppose we can compare ticks of two identical clocks separated by a field discontinuity (with conformal metric assumed on both sides): in one region times accelerates as \( a(t) \) and in the other region times decelerates as \( 1/a(t) \) so from the point of view of one clock the other will be seen to accelerate or decelerate at a rate equal to twice \( H_0 \). This is exactly (quantitatively) equal to the usually admitted \( 2H_0 \) Pioneer frequency drift effect! Now if in one region times accelerates as \( a(t) \) and in the other region the cosmological background is stationary, from the point of view of one clock the other will be seen to accelerate or decelerate at a rate equal to \( H_0 \). This second case is more appealing for us because the region where there is no background effect would be the inner part of the solar system (where we find our earth clocks) where indeed various precision tests have shown that expansion or contraction effects on orbital periods are excluded. Obtaining a \( 2H_0 \) Pioneer frequency drift effect without conflicting with such observational constraints is less obvious but we are going to show that it’s possible as well. After all we don’t know for sure which one of the two above interpretations is correct so we are obliged to consider the two cases. The interpretation of the sudden onset of the Pioneer anomaly after Saturn encounter is also straightforward if this is where the spacecraft crossed the discontinuity of the field at the frontier between the two regions. The discontinuity absolute effect itself would have remained unnoticeable if the two scale factors are close (as we explained earlier) and only the relative drift in time started to be measurable.
We feel sorry for the experts but we prefer to present here a much detailed derivation for the beginners in GR. Hereafter subscript \( P \) refers to Pioneer and subscript \( E \) to the Earth. In the conformal time \( t \) coordinate system we write the metrics:

\[
\frac{d\tau_P^2}{dt_P^2} = a^2(t)(dt_P^2 - (dx_P^2 + dy_P^2 + dz_P^2)) \Rightarrow \frac{dt_P}{d\tau_P} = \frac{1}{a(t)}
\]

\[
\frac{d\tau_E^2}{dt_E^2} = a^{-2}(t)(dt_E^2 - (dx_E^2 + dy_E^2 + dz_E^2)) \Rightarrow \frac{dt_E}{d\tau_E} = a(t)
\]

for rest clocks \((dx = dy = dz = 0)\), from which follows considering two successive ticks of identical clocks \((d\tau_P = d\tau_E)\):

\[
\frac{df_E}{df_P} = a^2(t) = \frac{f_P}{f_E} \Rightarrow \frac{\dot{f}_{PE}}{\dot{f}_{PE}} = 2\frac{a\ddot{a}}{a^2} = 2\frac{\dot{a}}{a^2}.
\]

where \( f_{PE} \) and \( \dot{f}_{PE} \) are the frequency and frequency derivative of the Pioneer clock as measured from Earth, i.e. taking as reference an Earth clock. Of course this expression is valid in conformal time coordinate \( t \).

We want the expressions in standard time coordinate \( t' \) because this is the one we use to get the Hubble cosmological parameter. On earth we have

\[
d\tau^2 = dt'^2 - a'^{-2}(t')(dx'^2 + dy'^2 + dz'^2) = g'_{\mu\nu}dx'^\mu dx'^\nu = \frac{a^2}{a''}a'^{-2}(t)(dt'^2 - (dx'^2 + dy'^2 + dz'^2));
\]

however, using this same \( t' \) that puts the earth metric in standard form, the Pioneer metric would have a quite different form, neither standard nor conformal. Anyway we now just need

\[
\frac{f_p'}{f_E} = \frac{dt'_E}{dt'_P} \Rightarrow \frac{\dot{f}_{PE}}{\dot{f}_{PE}} = \frac{g'_{00}}{g_{00}} = \left(\frac{g_{00}}{g_{00}}\right)^2 g_{00} = \frac{\sqrt{g_{00}}}{g_{00}} = \frac{dt_E}{dt_P}.
\]

This transformation of coordinate is very well known and very simplified because only the time is transformed. So the frequency ratio is still the same as it was in conformal coordinate ...

\[
\frac{f'_P}{f_E} = a^2(t)
\]

but now we just would like to express it in the new \( t' \) coordinate. This is an easy task because the space–space metric elements are invariant under such time transformation, for instance:

\[
a^2(t) = -\frac{1}{g_{11}} = -\frac{1}{g'_{11}} = a'^2(t').
\]

Eventually

\[
\frac{f'_P}{f_E} = a'^2(t') = \frac{\dot{f}'_{PE}}{\dot{f}_{PE}} = 2\frac{a'\ddot{a}'}{a'^2} = 2\frac{\dot{a}'}{a'}.
\]

where of course all derivatives now are relative to the standard time \( t' \).

Now beware that our scale factor is not \( a'(t') \) but \( 1/a'(t') \) in Eq. (17) so an increasing \( a'(t') \), needed to obtain the Pioneer blue shift, a positive \( 2(\dot{a}'/a') \), describes a contracting universe with respect to earth reference clocks. This is
even better understood coming back to the conformal coordinate system where Eq. (15) makes it clear that earth clocks time intervals are increasing while Pioneer clocks time intervals are decreasing relative to constant photon periods in this coordinate system. In other words, as seen from Pioneer the universe is expanding (cosmological photons are red shifted) whereas as seen from earth the universe is instead contracting (cosmological photons are blue shifted). Yet we know that from earth we see that the universe has been expanding for billion years. What the Pioneer effect tells us is that this has not always been the case, because at least at the time the Pioneer effect was registered the universe is contracting relative to earth clocks rather than expanding. Only the Dark Gravity theory and its discrete symmetries allow that, because discrete jump from an expanding to a contracting solution are naturally expected to occur either globally or locally, when the conjugate metric exchange their roles. Eventually

\[
\frac{f_P'}{f_E'} = 2a'/a' = -2H_{00}' = 2H_0',
\]

where \(H_{00}'\) refers to the instantaneous recent Hubble factor at least valid during the last decades while \(H_0'\) is the cosmological Hubble parameter as we get it from an SNs magnitude-redshift fit for instance. They are opposite as the result of a transition \(a'(t') \to 1/a'(t')\).

However, one concern remains. We already noticed that no expansion/contraction effect has been active in the inner part of the solar system during the past decades. So neither of the two metrics in Eq. (15) are actually acceptable in the inner part of the solar system.

This problem is easily solved and to simplify the argument we neglect, hereafter, the nonrelevant local gravitational fields. The problem is solved because the metric in the inner part of the solar system is actually \(g_{\mu\nu} \approx \eta_{\mu\nu}\) alone as we explained earlier (which trivially avoids expanding orbits) and the cosmological effects are only switched on outside of this zone with a discrete transition from \(g_{\mu\nu}\) to the metric of \(d\tau^2 = dt'^2 - a(t')^2d\alpha^2\). The important point here is that this \(\eta_{\mu\nu}\) is already expressed in standard time coordinate so rest clocks from both sides of such new kind of discontinuity are obviously not drifting with respect to each other since no scale factor applies to temporal elements of both metrics. The only possible effects, Shapiro delay and deflection for photons crossing such discontinuity, are irrelevant here (these are more interesting in case of a huge discontinuity surrounding a black hole candidate because most of its radiation might be reflected, allowing the hole to remain as black as in GR but without any event horizon).

Let us emphasize that this \(\eta_{\mu\nu}\) has nothing to do with the stationary solution of our scalar-tensor field which is \(\eta_{\mu\nu}\) in conformal rather than standard time! Again, this \(\eta_{\mu\nu}\) is an approximated expression of our asymptotically Minkowskian field \(g_{\mu\nu}\). Now, after the discontinuity between asymptotically Minkowskian and scalar-tensor field, as a second step we can switch the very different kind of discontinuity between the expanding and contracting solutions of the scalar-tensor field: this is just what we did above to get the Pioneer effect.

This reasoning in two steps and with two successive discontinuities allows us to understand more easily how we can get the 2 \(H_0\) acceleration flipping directly between \(\eta_{\mu\nu}\) (earth side) and \(a^2(t)\eta_{\mu\nu}\) of Eq. (15) (Pioneer side) expressed in the same time \(t'\) (see Eq. (17)), that puts the \(a^{-2}(t)\eta_{\mu\nu}\) metric (rather than the \(a^2(t)\eta_{\mu\nu}\) metric) in a standard form.

This means that we are able to both account for the acceleration of Pioneer clock at a rate \(2H_0\) relative to earth clocks even though the latter clocks and actually all the inner part of the solar system encompassed by the discontinuity are not submitted to any scale factor effect as required by observational constraints!

Now if the pioneer anomaly was actually \(f_P/f_E = H_0\) instead of \(2H_0\) everything is more simple because this rather means that we have a direct transition from \(\eta_{\mu\nu}\) (earth side) to \(a^2(t)\eta_{\mu\nu}\) of Eq. (15) (Pioneer side) now both already in conformal time \(t\), rather than a transition from \(\eta_{\mu\nu}\) in standard time \(t'\) and \(a^2(t)\eta_{\mu\nu}\) transformed to the \(t'\) time coordinate as we just explained above to get the 2\(H_0\) effect. Moreover, \(\eta_{\mu\nu}\) in this case (\(H_0\) effect), and still neglecting local gravitational fields, could as well be interpreted as a stationary solution of our scalar-tensor (background) field.
6.2.3. PLL issues

A last but not least issue is that in principle a Pioneer spacecraft should behave as a mere mirror for radio waves even though it includes a frequency multiplier. This is because its re-emitted radio wave is phase locked to the received wave so one should not be sensitive to the own free speed of the Pioneer clock.

Our interpretation of the Pioneer effect is thus that either all data were actually collected in open loop mode (kind of conspiracy theory since, to obtain correct Doppler data, this anyhow implies manipulations at the level of raw data that was not documented, which then prevented any theoretical convincing explanation of the Pioneer effect. Notice that the open loop mode is anyway mandatory to get the $H_0$ Pioneer effect rather $2H_0$, or there was a failure of on board PLLs to specifically “follow” a Pioneer like drift in time.

The latter interpretation makes sense since we never studied before how the scale factor varies on short time scales: it might be that it only varies on very rare and short time slots but much more rapidly (with much bigger Hubble factor) so that integrated on longer durations we recover the mean known $H_0$. This behaviour would produce high frequency components in the spectrum which might have not passed a low pass filter in the PLL, resulting in the on board clocks not being able to follow those sudden drifts and keep locked. Only when the integrated total drift of the phase would reach a threshold level, this system would “notice” that something went wrong, perhaps resulting in those instabilities and loss of lock (?) that one can notice in the Doppler fit residues (Fig. 9 of Ref. [15]). Indeed (from now on we give up the primes in our notations) for a $f = 2.29$ GHz clock, $f = f \cdot 2\omega_p c = 1.2 \times 10^{-8}$ Hz/s where $\omega_p$ is the anomalous acceleration in the most usual (not our) interpretation of the Pioneer effect, and we used formula (15) of Ref. [15]. A loss of lock seems to be happening at least twice a year as we can see in Fig. 9 of Ref. [15]. On half a year the Pioneer effect reaches a 0.15 Hz total drift ($a \approx 13$ degrees phase shift) which might be close to or greater than the suspected threshold. The inability to keep lock also makes sense if the PLL system was actually designed specifically not to keep lock on a Pioneer type drift in time which were not so difficult to theoretically anticipate: any local effect of the cosmological expansion could only possibly arise if one could compare free clock speeds as we have explained in details above . . . so it’s hard to believe that no solar system mission attempted to do this given the major theoretical issues, and given that the deep space environment is very helpful for the necessary on-board clock stability to be granted.

7. From Field Discontinuities to LENR

7.1. Reminder

We have so far encountered discontinuities in time and discontinuities in space. The latter type can also further be divided into two kinds: the first kind is a discontinuity between a zone where the local tensor field applies alone and another zone where the scalar-tensor homogeneous field is also switched on. We are going here to focus on the second kind of spatial discontinuities, those between the different possible solutions of our homogeneous scalar–tensor field which of course imply potential barriers able to accelerate massive particles crossing them (the energy gained or lost is proportional to their mass) so these could be new sources of energy for LENR phenomena. However these are totally transparent to light or other massless particles. We have already paved the way to LENR in details in a previous article. We refer the reader to this article [18] (see also [9,10,12,13] and references therein for experimental evidences related to “strange objects” produced in association with LENR) and will now focus on what is new in our understanding of the mechanism that is responsible for the apparition of a micro-ball lightning (mbl).

What remains true here is that the source term in Eq. (3) determines whether the background (scalar–tensor field) chooses the $a(t)$ evolution or the $1/a(t)$ evolution. It just depends on which contribution is the greater, our side or the conjugate side one. If we are in a vast region dominated by the conjugate side source term then a local concentration of energy on our side, as soon as it locally exceeds the conjugate side one, triggers the background flip in this region to the
other regime, producing a discontinuity at the surface frontier between the external area where the conjugate side still dominates and the internal one which is enclosed by the discontinuity. Notice also that it is only the nonkinetic sources of energies that contribute to our source terms which tend to vanish in the ultra-relativistic limit. We then proposed that the universal trigger be a concentration of charges implying a local increase of the electrostatic energy because such form of static energy could better fill the available space than rest mass energy of nucleons confined inside a very small volume at the center of atoms.

7.2. Electronic density is the trigger

However, because the nucleons rest mass is by far the dominant form of energy it certainly implies discontinuities near the surface of these nucleons or nuclei. There however, the discontinuous low potentials (less than 10 eVs) are completely insignificant relative to the energies at work involving the strong interactions. The question is therefore: what could increase the density of static energy outside of the nuclei to pull the discontinuities out of these, and hopefully enough far away to allow them to encompass not even a single atom but many atoms? The electrostatic energy was indeed a candidate for that but the electronic density of energy as implied by the electrons rest masses is much greater and is also able to fill the volume of an atom or several atoms: this is what an electron wave function does if it truly represents the electron rest mass spread over a volume. Moreover, this form of energy can really become dominant over the conjugate side one thanks to a local concentration of electrons, because most of the conjugate side content is ultra-relativistic and has a very reduced contribution as we already noticed. However conjugate side fluctuations may play an important role by indirectly favouring more or less LENR. Those fluctuations could also be related to the local conjugate side production of a large number of matter-anti-matter pairs near their production threshold where these are nonrelativistic and can contribute to the source. This is an argument for understanding the sometimes very unpredictable and capricious character of LENR if, as we believe, LENR is made possible by the production of mbls.

7.3. Best experimental methods

So now the game for LENR hunters would be to find the best way to increase or make fluctuate the local density of electrons, not inside the atoms where it is imposed by the individual potential well of each nucleus, but rather at their periphery to pull out the discontinuities out of the atoms and let them encompass many atoms.

We believe that all methods allowing the system to reach the highest local pressures, the better in an impulsive way, should be helpful to achieve this. Electrical discharges are also another way to bring for a short time a large number of electrons in a small volume before these escape because of their mutual repulsion. Another way is to throw a beam packet with a very large number of electrons (impulse) onto a target: the results obtained already 10 years ago by this method was very impressive and have supported almost all features of our mbl theory [19], including the production of extremely exotic nuclei with thousands of nucleons! Plasma discharges have also given impressive results showing transmutations, unexplained energy release and big lightning balls with a substructure appearing to involve many much smaller lightning balls [22,23]. The needed super-compression might also be obtained in Z-pinch and other discharge experiments where anomalies have indeed been reported [20].

7.4. The stability issue

The next question is: is the mbl produced by such a local increased density of electrons, stable? As we explained in our previous article [18], the discontinuous potential barrier is completely negligible for electrons so it does not ensure the stability of an mbl which origin is a concentration of electrons. It depends however on how electrons escape the mbl
then: is the electron density going to drop uniformly or much faster near the surface of the mbl? In the first case many discontinuities will eventually appear, each to encompass each individual atom (just as many islands may remain when sea level rises at the place there was a single larger island) and the mbl will soon disappear in this way. In the second case the discontinuity will start to push the nuclei against each other up to the point where the electrons cannot escape because they must compensate the nuclei positive charge concentration by their own negative charges: at this point the mbl is auto-stabilized because the concentration of electrons that gave birth to it is maintained by the concentration of nuclei.

7.5. The mbl collapse

Also notice that such mbls where positive and negative charges densities are increased together are not necessarily very charged (net charge) on the contrary to mbls produced by electrical discharges where there is a dominant concentration of one type of charge. Anyway our slow and fast collapse scenarios for mbls [18] must be revised since there is now nothing such as a slow or fast neutralization of an mbl to make it collapse. A collapse would now most probably be driven by the conditions prevailing on the conjugate side if they modify the balance between the two source terms in Eq. (3). The rapidity of such collapse remains crucial to predict which transmutations and nuclear reactions will be allowed. A too fast collapse will heat the content of the mbl too fast and it will lose its nuclei before these can fuse or participate to any nuclear reactions. To be more quantitative we can consider as an exercise a mbl which radius is initially one micrometer and which content is hydrogen at 2000 K and density nearly stp (we cannot exclude such low density mbls for instance in case a fluctuation in the distribution of matter energy on the conjugate side, or a local increase of electrostatic energy density on our side was the trigger). During a first phase of the collapse dividing the radius by 10 (volume by 1000), the density remains lower than the condensed Hydrogen density. Because the initial thermal energy of the mbl is $10^{-11}$ J and its radiative power according the Stefan–Boltzman law starts from $10^{-5}$ W and will decrease by a factor 100 as the mbl size gets reduced by 10, the mbl could dissipate its energy in 1 $\mu$s unless its collapse is much faster than this time. In this fast collapse case, instead the temperature might rise adiabatically as $T \propto 1/R^{3(\gamma-1)} = 1/R^{1.2}$ and the mbl would see its temperature increased by a factor 16, and the mean kinetic energy per nucleus allows the Hydrogen to escape the mbl that soon disappears in this way.

As a second exercise, we can consider a mbl with initially already the density of condensed matter, for instance Ni at again 2000 K and 1 $\mu$m radius. Now the initial thermal energy of the mbl is $3 \times 10^{-8}$ J which could be dissipated in 3 ms. But now the compression of the condensed matter is expected to be converted in elastic energy (a form of electrostatic internal energy) rather than thermal energy so the temperature might not increase as in the gas case for a fast adiabatic compression. This is fortunate for the stability of the mbl but it remains true that a collapse much shorter than a millisecond would not allow the mbl to dissipate its initial thermal energy radiatively: moreover, after suddenly collapsing by a factor 10, the mbl now needs as much as 0.3 s to radiatively dissipate this energy.

The lesson from the two previous exercises is that the initial content and density of the mbl does matter. Now beyond a factor 10 compression level if the mbl is still alive, we are now crushing densities beyond those of condensed matter and the temperature can more easily remain stable so that the mbl itself has good chance to remain stable up to much higher densities needed both to help trigger nuclear reactions and thermalize their radiation products.

In a slow collapse of an mbl with a large number of nuclei, the nuclei remain cold and at some point their wave functions will overlap, and a collective, new kind of nuclear process is expected to be triggered. Because this is a reaction involving a large number of degrees of freedom, it is not unnatural, as in any system with many degrees of freedom, to see a continuously evolving nuclear process with very progressive energy exchanges taking place as there is a collective re-arrangement of the nucleons between nuclei (According L. Urutskoev [11] this might explain the difference between short duration experiments giving a small energy release per nuclei involved in transmutations as in his own discharge experiments, while longer experiments, à la Rossi, would produce much larger time integrated
energy releases.) Continuous here means that each step of the process would involve a small energy release, which is possible as the mass difference between a many body input and many body output to a reaction can almost be made as small as we like. Thus what is crucial for such process to proceed in this way is both the extreme density AND extreme coldness of the state of matter reached at the end of the mbl collapse and actually only mbls can reach such state: stars and the primordial universe are both extremely dense but also extremely hot and for instance it will take many billions of years for white dwarf to cool down to such room temperatures while a micrometer object can radiate away its heat much more effectively. The cold temperature is presumably very important because it is the parameter that ensures that two body collisions and their huge nuclear energy releases will not be triggered before reaching the state where the nuclei wave functions all largely overlap (large Heisenberg extension is related to the small mean kinetic energy) each other and presumably begin to behave as a whole intricate entity! Of course this is still a very qualitative picture at this stage, and should be hopefully confirmed by detailed analysis and computations by nuclear physics experts: hopefully because the experimental evidence is already there and overwhelming (Ref. [19] for instance)!

7.6. Remarks concerning lowest energy experiments trying to generate heat

Eventually in an experiment which impulse energies are too small so that mbls are hardly produced and a too small number of them is able to reach the density conditions for nuclear fusion, it is better to increase as much as possible the number of sites where high pressures are reached in condensed matter or where micro electrical discharges could take place. For example huge local pressures (GPa) can be reached locally in silicium platelets and cracks [21] after the Silicium was submitted to a 32 keV Hydrogen ions beam so a beam is an effective method to create high pressure spots to favour the generation of mbls in materials. This most probably contributes effectively to the impressive LENR anomalies obtained in various low energy beam (in Japan for instance) or discharge experiments.

For low energy experiments it also makes sense to feed the mbls with the lightest fuels such as hydrogen isotopes which according the usual laws of nuclear physics have an enhanced probability to fuse, well before the conditions could be reached to obtain other less favored reactions. It remains an open question whether, in order to produce heat, it’s more interesting to trigger two body reactions which high energy radiation products are efficiently thermalized in the ultra-dense mbl or many body reactions with a much lower and more progressive energy release. But let us keep in mind that the first nuclear reactions taking place can lead to premature disintegration of the mbl and prevent it to reach the conditions for other kind of reactions.

7.7. Tritium and Helium 3

One more feature difficult to explain in LENR experiments able to trigger hydrogen fusion into He4 is the observation of tritium while He3 is absent. The ultra-dense medium inside an mbl as we understand it might be the key to the enigma because it leads to a medium populated with high Heisenberg energy electrons. Those are able to transform protons belonging to various nuclei into neutrons through the weak interaction. We believe that for instance most He3 nuclei could be effectively transformed into tritium when the 19 keV needed energy can be provided by the electrons. The same kind of process starting from a heavier nuclei (nickel for instance) involving a chain of fusions with protons, each followed by weak transformation of those protons into neutrons would also allow to explain the chain of nickel transmutations leading to heavier Ni isotopes observed in the Rossi reactor according to the Lugano report.

8. Conclusion

We have reviewed the genesis of the DG theory along with some of its most important results in cosmology, but also described how the gravitational waves and the Pioneer effect can be understood within this new framework. Let us
stress that the Pioneer effect remains ambiguous and has been interpreted by some as a clock acceleration with rate $H_0$ rather than $2H_0$. DG can explain both quite simply and naturally but a rate $H_0$ is even more straightforwardly obtained. A last part was devoted to an important revision of the mechanism that we believe is responsible for the apparition of micro lightning balls appearing to be strongly correlated with LENR effects in many kind of experiments.

9. Annex: Matter and radiation field equations: the two metric case

In the following, we want to see what kind of equations we could get assuming our radiation and matter fields at the same time minimally couple to both our homogeneous cosmological field and asymptotically Minkowskian field in their respective separate actions. We by the way applied a “somewhat questionable trick” to get the same expansion effect on gravitationally and electromagnetically bound system, otherwise this would not be natural. We remain in the conformal time coordinate system and adopt the conventions of [6].

As in [6], p. 358, formula (12.1.6), we take the matter (particle with mass $m$ and charge $e$) and radiation (EM vector potential $A_\mu$) action as:

$$I_M = -m \int dp \frac{d^x(p)}{dp} - \frac{1}{4} \int d^4x \sqrt{\tilde{g}} F_{\mu\nu}^\mu F_{\mu\nu}^\nu(x) + e \int dp \frac{d^x(p)}{dp} A_\mu(x(p))$$

and vary the dynamical variable $x(p)$ and $A_\mu$ following the same steps as in [6], p. 359, but keeping $p$ as the integration variable. First varying $x(p)$ we eventually get the action variation

$$\delta I_M = \int dp g_{\mu\lambda}(x(p)) \left( -m \frac{d^x(p)}{dp} \left[ \frac{d^2x^\mu(p)}{dp^2} + \Gamma^\mu_{\rho\sigma}(x(p)) \frac{dx^\rho(p)}{dp} \frac{dx^\sigma(p)}{dp} \right] \right) \delta x^\lambda(p) + e \int dp g_{\mu\lambda}(x(p)) \frac{d^x(p)}{dp} F^\mu_\rho(x(p)) \delta x^\lambda(p).$$

But now suppose the same matter and radiation fields are also minimally coupled to another $\tilde{g}_{\mu\nu}$ in $\tilde{I}_M$ which variation $\delta \tilde{I}_M$ we need to add to the previous $\delta I_M$. With the same integration variable:

$$\delta \tilde{I}_M = \int dp \tilde{g}_{\mu\lambda}(x(p)) \left( -m \frac{d^x(p)}{d\tilde{t}(p)} \left[ \frac{d^2x^\mu(p)}{dp^2} + \tilde{\Gamma}^\mu_{\rho\sigma}(x(p)) \frac{dx^\rho(p)}{dp} \frac{dx^\sigma(p)}{dp} \right] \right) \delta x^\lambda(p) + e \int dp \tilde{g}_{\mu\lambda}(x(p)) \frac{d^x(p)}{dp} \tilde{F}^\mu_\rho(x(p)) \delta x^\lambda(p).$$

Now $\tilde{g}_{\mu\nu}$ is nothing but our scalar tensor $\alpha^2(t)\eta_{\mu\nu}$ and $g_{\mu\nu}$ our local field. If we want to study the first order effects of the scale factor $a(t)$ we can certainly approximate $\tilde{g}_{\mu\lambda}$ by $\alpha^2 g_{\mu\lambda}$ and $d\tilde{t}(p)$ by $ad\tau(p)$. Eventually changing the integration variable from $p$ to $\tau$, requiring a vanishing total action variation gives us the equation of motion for our particle:

$$(1 + a) \frac{d^2x^\mu(p)}{dp^2} + (\eta_{\rho\sigma}(x(p)) + a\eta_{\rho\sigma}(x(p))) \frac{dx^\rho(p)}{dp} \frac{dx^\sigma(p)}{dp} = \frac{e}{m} \frac{d^x(p)}{dp} (F^\mu_\rho(x(p)) + \alpha^2 \tilde{F}^\mu_\rho(x(p))),$$

where we eventually renamed $\tau$ into $p$ again. Did you see the “trick”? Anyway there is no doubt that such equations could more rigorously be obtained by introducing extra scalar coefficients $\Phi = \alpha^2(t)$ where we need them in the actions . . . however there is also no doubt this would be at the price of violating constraints on the secular variation of the fine structure constant.
Now varying $A_\mu(x)$ we eventually get the total action variation
\[
\int d^4x \left( \frac{\partial}{\partial x^{\nu}} \sqrt{g} F^\mu_{\nu} (x) \right) + e \int dp \delta^4 (x - x(p)) \frac{dx^\nu(p)}{dp} \delta A_\nu(x)
\]
\[
+ \int d^4x \left( \frac{\partial}{\partial x^{\nu}} \sqrt{g} F^\mu_{\nu} (x) \right) + e \int dp \delta^4 (x - x(p)) \frac{dx^\nu(p)}{dp} \delta A_\nu(x)
\]
and with $\bar{g}_{\mu\nu} = a^2(t) \eta_{\mu\nu}$, $\sqrt{\bar{g}} F^\mu_{\nu}(x) = F_{\mu\nu}(x)$ we see that the derived Maxwell equations will not be sensitive to the scale factor as expected in conformal time coordinate. We again require the action variation to vanish to get:
\[
\frac{\partial}{\partial x^{\nu}} \sqrt{g} g^\mu_{\nu} g^\rho_{\sigma} F_{\rho\sigma}(x) + \eta^\mu_{\rho} \eta^\nu_{\sigma} F_{\rho\sigma}(x) = -2e \int dp \delta^4 (x - x(p)) \frac{dx^\nu(p)}{dp}.
\]

However, this equation violates the Weak Equivalence Principle in gravitational redshift experiments so this is already a dead end.

Now our purpose is to only investigate the effect of the scale factor in Eq. (26) for the case $a(t) \gg 1$ to see if at least something interesting could happen in this sector. Then:
\[
\frac{d^2 x^\mu(p)}{dp^2} + \frac{1}{a} \Gamma^\mu_{\rho\sigma}(x(p)) + \Gamma^\mu_{\rho\sigma}(x(p)) \frac{dx^\rho(p)}{dp} = e \frac{dx^\rho(p)}{dp} \frac{1}{m} F^\rho_{\nu}(x(p)) + a F^\rho_{\nu}(x(p))
\]
with $F_{\rho\nu} = (\partial_{\rho} A_\nu - \partial_\nu A_\rho)$ where $A_\mu = (V(r), 0, 0, 0)$. The free fall equations of motion in the plane $\theta = \pi/2$ and in the slow velocity approximation read:
\[
\frac{d^2 r}{dp^2} + \frac{1}{2a} \frac{B'}{A} \left( \frac{dt}{dp} \right)^2 + 2 \frac{\dot{a}}{a} \frac{dt}{dp} + \frac{q}{m} V(r) \left( \frac{1}{A} + 1 \right) \frac{dt}{dp} = 0,
\]
\[
\frac{d^2 \phi}{dp^2} + \frac{1}{a} \frac{B'}{A} \left( \frac{dr}{dp} \right)^2 + \frac{\dot{a}}{a} \frac{dt}{dp} + \frac{q}{m} V(r) \left( \frac{B}{A} + 1 \right) \frac{dr}{dp} = 0,
\]
\[
\frac{d^2 t}{dp^2} + \frac{B'}{aB} \left( \frac{dr}{dp} \right)^2 + \frac{\dot{a}}{a} \frac{dt}{dp} = \frac{q}{m} V(r) \left( \frac{1}{B} + 1 \right) \frac{dr}{dp}.
\]

We integrate the second equation after dividing it by $d\phi/dp$
\[
\frac{d}{dp} \left[ \ln \left( \frac{d\phi}{dp} \right) + \ln A^{1/a} + \ln a^2 + 2 \ln r \right] = 0 \quad \Rightarrow \quad \frac{d\phi}{dp} \propto \frac{1}{a r^2}
\]
keeping only the leading $a(t)$ term (we could as well have switched off the local gravity).

We then perform the integration of the third equation:
\[
\frac{dt}{dp} \frac{d}{dp} \left( \ln \frac{dt}{dp} + \ln B + \ln a \right) = \frac{q}{m a(t)} \frac{dV}{dt} \left( \frac{1}{B} + 1 \right)
\]
or defining $u = a(t) (dt/dp)$ and keeping only leading term in $a(t)$:
\[
u \frac{d}{dp} \left( \ln u \right) = \frac{2q}{m} \frac{dV}{dp}
\]
hence now
\[
\frac{dt}{dp} = \frac{2}{a(t)} \left( \frac{q}{m} V(r) + 1 \right) \propto \frac{1}{a(t)}.
\]
which allows us to get
\[ \dot{\phi} \approx \frac{1}{ar^2} \]

We could again have switched off local gravity and electromagnetism to get this result. The first equation in the small speed limit and using
\[ \frac{d}{dt} \left( \frac{dt}{dp} \right) = -\frac{\dot{a}}{a} \frac{dt}{dp} \]
gives
\[ \frac{d}{dt} \left[ \frac{dt}{dp} \right] \frac{dt}{dp} + \frac{1}{2} \frac{B'}{aA} \left( \frac{dt}{dp} \right)^2 + 2 \frac{\dot{a}}{a} \left( \frac{dt}{dp} \right)^2 = \frac{q}{m} \frac{V(r)'}{a(t)} \left( \frac{1}{A} + 1 \right) \frac{dt}{dp} \]
\[ \Rightarrow \left[ \dot{r} - \frac{\dot{a}}{a} \right] + \frac{1}{2} \frac{B'}{aA} + 2 \frac{\dot{a}}{a} \approx \frac{q}{m} V(r)'. \]

Eventually,
\[ \dot{r} \approx \frac{q}{m} V'(r) - \frac{1}{2} \frac{B'}{A} - \frac{\dot{a}}{a}. \]

Thanks to our “trick” (for which again we surely could elaborate a rigorous version thanks to our “always available when needed” scalar field), the effects of expansion are the same on electromagnetic or gravitationally bound systems and, for circular orbits, produce a drift of their periods relative to periods of free electromagnetic waves which are constant in our conformal coordinate system: therefore the universe is correctly expanding. In standard cosmological time, on the contrary, light periods would of course expand as usual relative to constant gravitational and electromagnetic periods. However we again emphasize that in this case we most probably cannot avoid WEP violations and also large, already ruled out, evolution of the fine structure constant. Eventually the lesson is that at least in the inner part of the solar system during the last decades, our homogeneous field was not active in any way. On the other hand, wherever our homogeneous field is switched on gravitationally bound system will expand (relative to atoms) in the same way whatever the scale (stellar systems, galaxies, and of course larger scale structures). Trying to avoid this would produce variations of the fine structure constant.
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Investigations of the Lugano HotCat Reactor

Mathieu Valat, Alan Goldwater, Robert Greenyer, Robert Higgins and Ryan Hunt

Abstract

Since its release, the “Lugano Report” has attracted a lot of attention from many scientific groups as well as individuals. Following attempts to reproduce the claimed results, the Martin Fleischmann Memorial Project (MFMP) is adding significant insights to the replication community across the Internet. The first part of the paper describes the replication of the Lugano Report’s thermal measurements. It presents the experimental setup, instrumentations as well as the results produced by the MFMP team. The second part describes attempts to reproduce the excess energy claimed in the Report. After ten experiments and five incremental revisions of the apparatus, MFMP published results on the Internet showing apparent correlation between anomalous heat production and broadband low energy gamma radiation. This paper offers a review of these two significant experiments, done in March 2015 and January 2016.

1. Replication of the Thermal Heat Measurement from the Lugano Report

Following the release of the Lugano Report [1], the Martin Fleischmann Memorial Project (MFMP) decided to allocate part of its efforts toward replication/validation of the report’s thermal measurements. Numerous shortfalls were found in the measurements and analyses within this report. One critical error was determination of the temperature based upon an emissivity function for alumina that was wrong [2], which occurred due to lack of additional means of temperature measurement for correlation. This part of the project (funded by the Infinite Energy Foundation) consisted of reverse-engineering duplication of the geometry and materials of the Lugano “HotCat” reactor and its metallic mounting rack. The objective was to produce a calibration dataset for direct comparison with the reported Lugano measurements [1].

For this calibration, Temperature of the replica reactor was measured using the same Optris PI-160 thermal imaging camera with identical factory calibration (for measurement up to 1500°C), and emissivity selection was implemented exactly as in the Lugano analyses. The calibration was performed with a sweep of electrical heater coil Power input (presumed to be equal to heat output), measured with the same power analyzer (PCE 830) as the system described in
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For this calibration, no fuel would be used, so the sole source of heat would be electrical input to the heater coil. The calibration based upon this replica would be used to produce a function, $T_{\text{Lugano}} = f(P)$, that could be used to determine the heats generated in the Lugano experiment by direct comparison, instead of by calculation as was done in the report.

According to instructions in the Optris infrared camera manual, it was necessary to use a high-emissivity black paint on the surface of the alumina reactor to set the emissivity factor of the camera. The high-emissivity paint was provided by Aremco (reference 840-CM) for use in this test.

This experiment used additional means of temperature measurements not used in the Lugano Report. A Williamson infrared Pyrometer (model Pro 91-65-C) and type-B and type-K thermocouples were used to cross check the measurements made by infrared camera. The Williamson pyrometer was a dual-wavelength instrument that self-calibrates for emissivity based on measurement at two adjacent wavelengths. Subsequent to calibration of power, these additional measurements would relate $T_{\text{actual}} = f(T_{\text{Lugano}})$ to get a better idea of the correct temperatures under which the reactor was operated. This temperature mapping is not a part of the extraction of the operating heat in the Lugano experiment, but rather just supplemental information.

The HotCat replica was comprised of alumina ceramic tubing, wound with a single-phase heating coil, and with an over molded triangular fin surface having similar geometry and dimension as the Lugano device. Figure 1 shows the design dimensions. The fins described in the original report were cast over the core tube using a purpose-made two-part mold.

The fins are made with Cotronics RTC-60 castable alumina. Figure 2 shows the two reactors side by side, the Lugano apparatus and MFMP’s replica, each on a scale. The weight of the replica is 20 g (4.4%) more than the original Lugano reactor.

Compared to the original experiment, the main variation was the heating element. The maximum design power of 1.9 kW and 1400°C peak temperature was inferred in the Report, but the metallic composition of the heater coil was not described. The MFMP replica (aka “Dogbone”) used Kanthal A1 wire, rated to 1400°C for short intervals. Since the aim of this experiment was not to create excess energy but rather to verify the thermal measurements, only a source of Joule heating was provided. Therefore, no attempt was made to duplicate the triple coil winding and three-phase power used in the Lugano apparatus. While this sounds like a big difference, the close wound heater coil is an internal heat source that can be modeled in either case as a distributed cylindrical sheet of heat emission. The primary vector for heat loss from the apparatus is the finned exterior surface of the central tube. Particularly at lower temperatures, the finned exterior of the reactor can be modeled as having a thermal resistance to ambient and the temperature of the
A finned surface is determined by how much heat traverses this path, not by how the power was created. Some error can be attributed to the unknown differences in radiation between the Lugano apparatus and the MFMP replica caused by possibly different temperatures inside the body and possible differences in spectral transparency of the cast alumina. Figure 3 shows the schematics of the heater coil geometry.

Thermal measurements were made up to 900 W power input – commensurate with the power given in the Lugano Report for the first part of that experiment. The thermocouples showed a maximum temperature of 843°C, compared to 975°C given by the Williamson pyrometer and an average of 971°C by the Optris infrared camera with emissivity set to 0.95.

Further measurements showed significant temperature gradient on the tube circumference and along the surface profile of the outer fins. This surface temperature variation, combined with the limited contact patch of the thermocouple beads, was probably the cause of the lower thermocouple readings compared to the pyrometer. Figure 4 shows the thermocouple attachment to the fin structure. The yellow spot was from the pyrometer aiming laser.

While this temperature gradient vertically across the finned central tube would present a problem for attempted calculation of emitted heat, the Optris camera was setup to measure an average from top to bottom and left to right in square regions along the tube. As long as the replications matched the average temperatures recorded by the Optris camera in these regions, a thermal state match between the replica and the Lugano experiment would be assumed.

The team evaluated the calibration setting of the Optris infrared camera on a paint spot with known emissivity. A value of $\varepsilon = 0.95$ was then derived iteratively for the cast material by temperature correlation between the painted spot and the immediate close proximity bare alumina. The Williamson pyrometer confirmed this emissivity within a 2% range. This also agreed with the suggested value in the Optris manual for alumina.
Since alumina changes transparency in this temperature region [3], the radiant heat emitted by the heater coil through the semi-transparent material would not have had a blackbody spectrum. It would be difficult (perhaps impossible) to determine the actual thermal emission without measurement of the emitted spectrum over an optical band extending from UV to far infrared. This spectral data was not supplied in the Lugano report.

The Lugano report also did not provide $T_{\text{surface}} = f(P)$ calibration data over the entire range of power that was used during the fueled test. So the replication strategy was to create a dummy experiment to acquire the missing $T_{\text{Lugano}} = f(P)$ data to provide a means to extract how much power would have been required to reach each “Lugano thermal state”. By testing with the Optris camera, it was found that if the camera remained set with an emissivity of 0.95 for data gathering, the temperature at any other emissivity could be calculated as

$$T' = T_{0.95} \sqrt{\frac{0.95}{\varepsilon}}.$$

The relation above was verified with a data point taken with the Optris camera having the emissivity manually set to $\varepsilon = 0.95$, and then to $\varepsilon = 0.45$. Thus, these temperatures were calculated in the same manner as used in Lugano report – iterated for consistency with the emissivity curve [1] (Plot 1) used in the Lugano analyses.

With a means to obtain the thermal state for the MFMP replica in direct correspondence with the Lugano data, the MFMP replica heater input power was swept while Optris thermal data was acquired. This data would provide a means to directly extract the power needed for each of the reported Lugano reaction thermal states, as if the Lugano experiment had first been run with a widely ranging power sweep in its dummy run.

Having such $T = f(P)$ data completely obviates the need for calculation of emitted heat via convection and radiation (which were found likely in error for not having included the alumina’s spectral transparency). For this paper, the swept $T = f(P)$ curve of the MFMP replica was used to directly assess possible excess power in the Lugano experiment.
Unfortunately, while taking readings at 900 W input, the MFMP Optris camera was damaged by an accidental electrical short circuit. Because of this, data for input powers above 900 W are estimated via analytic curve fit extrapolations. These analyses are described in Section 2.

2. Analysis and Interpretation of the Replication Against the Lugano Test

The Lugano experimenters used an average temperature for each zone defined along the length of the ceramic apparatus. To match these values with the MFMP replica, it is necessary to match values of identical zones from both data sets. Using zones 5–9 of each apparatus allowed a very close match of both average and standard deviation values of the original Lugano calibrations. Hence, the average of these zone temperatures is used as a common thermal state to compare the values measured for the MFMP replica to those measured for the Lugano reactor. Figure 5 shows a plot of the MFMP replica data using the average from zone 5 to 9 to calculate the temperature, along with a curve fit for the data, and the corresponding iteratively calculated temperature as would have been recorded by the Lugano researchers for this experiment.

The Lugano experimenters reported their results as “Files” for sample data sets. An example for the first phase of excess heat production is File-4 reactor temperature of 1257.21°C ([1], Table 6), at an input power of 790.69 W ([1], Table 7). Using interpolation in the MFMP replica curve of Fig. 5, direct heater electrical input would have produced this same Lugano thermal state with a power input of 893.6 W. Since the fueled Lugano reactor reached this thermal state with an input of only 790.69 W, an apparent excess heat of 102.9 W is indicated from the reaction. The corresponding “actual” surface temperature for this reaction is estimated as 944°C and the apparent coefficient of performance (COP) is 1.13.

After running the experiment at this input power for 10 days, the Lugano experimenters increased the input power.
for a new, higher temperature reaction state. The data from this state was examined in a similar manner. In the Lugano File-8 data, the reactor surface temperature was reported as 1404.04°C using an input heater power of 918.24 W. Using extrapolation with the fitted curve in the MFMP replica, the replica would have reached this Lugano thermal state with a direct heater input of 1208 W. The apparent excess heat is estimated as 289.8 W with an apparent COP of 1.32, at an operating “actual” surface temperature of 1045°C. Complete calculations and original plots are available for public download.

Note that the temperatures reported are surface temperatures, and the core temperature is likely 150–200°C hotter.

The apparent excess heats, COPs, corresponding “real” temperatures, and excess heat variation with temperature seem commensurate with reports from similar experiments [4,5]; and in the case of A. Parkhomov [4], excess heat was assessed via mass-flow calorimetry.

As an additional correlation, an attempt was made to apply the same analysis to the dummy run data from the Lugano report ([1], Section 5). The Lugano experimenters based the veracity of their analyses upon the dummy run data. With an electrical input of 479 W, the reported average temperature was 442.5°C. Interpolating Fig. 5 MFMP replica data, this Lugano thermal state should have been achieved with a heater input power of only 190.6 W. The dummy run data appears to be truly anomalous. According to the thermal response of the MFMP replica, the 479 W input should have produced an “actual” surface temperature of 715°C and a corresponding iterated Lugano-technique temperature of 914°C. How could the measured Lugano dummy run temperature have been so low? If the Optris temperature measurement was the same as subsequent fueled runs, the input heater power should have been 190.6 W, not 479 W (an error of 251%). If the electrical power for the dummy run was measured accurately, the Optris camera should have measured an iterated Lugano-technique temperature of 909°C instead of 442.5°C. Since the dummy run was conducted before fueling the reactor, the system would have been electrically disassembled, fueled, and then reassembled. It may be speculated that there was a mistake in the original dummy run electrical connection or measurement, that was unknowingly corrected during the reassembly, prior to making subsequent fueled runs.

Additional analyses of the MFMP replica data, as applied to the Lugano results, showed that if the single, hottest zone (8) of the MFMP replica was used as the basis for comparison, instead of the zones 5–9 average of Fig. 5, less excess power is estimated. Hottest zone analysis estimates the lowest excess heats File-4 excess heat of 63.3 W, and File-8 excess heat of 220.8 W.

In summary, based upon analyses using the MFMP replica “Dogbone” data, the Lugano experiment is estimated to have produced at least an order of magnitude lower excess heat than reported. However, excess heat is not ruled out commensurate with that seen by other experimenters using a similar LENR technology [4,5]. Also, the MFMP replica data suggests that an anomalous error occurred during measurement of the Lugano dummy run.

3. Introduction to the Glowstick Experiments

MFMP member, Alan Goldwater, further investigated the thermal behavior of Lugano-like systems. The new Glowstick design retains important features from the Lugano apparatus, but techniques were developed to allow reuse of the reactor over multiple experiments, and to provide a simultaneous experimental control. Several initial tests explored the operational range of power, temperature and refractory materials. A series of incremental experiments further refined the mechanical and control systems, yielding a robust and stable experimental platform built from readily available components, expanding further replications within the community.
4. Description of the Reactor Geometry and Materials

The fifth iteration of the Glowstick design used a mullite ceramic tube as the main reactor body. The fuel was loaded into a stainless steel capsule, then inserted into the reactor body. Figure 6 shows the geometry and dimensions of each element. Both ends of the reactor were tightly sealed on a polished surface of the mullite tube using Swagelok fittings with aluminum compression ferrules. This technique provided connection of the reactor to industry-standard gas and vacuum plumbing, with easy assembly.

The Swagelok sealing technique was repeatable and was proven to be hydrogen-tight at reactor core temperatures up to 1300°C. This was important because vacuum degassing and control of hydrogen pressure were thought to be necessary for loading of hydrogen into nickel, and for subsequent reaction processes.

The fuel was comprised of nickel (Hunter Chemical AH50, particle size 4.5 ± 1.5 μm), lithium tetra-hydro-aluminate (henceforth referred to as LAH or LiAlH₄ in formulae) (Sigma Aldrich, CAS 16853-85-3) and micro-encapsulated lithium (Nanoshel, CAS 7439-93-2) mixed under argon atmosphere with a mortar and pestle to reduce the LAH particle size and provide a homogeneous fuel mixture. The fuel mixture was then placed in a stainless steel capsule and closed with a vented set screw. The null capsule was identical to the fueled capsule but filled instead with alumina powder.

The heater element was a single phase coil made of Kanthal A1 wire (18 AWG = 1.02 mm). The coil was divided exactly in half, so that the active and null sides of the cell each receive one half of the applied Joule heating power. Each coil had an alumina cover tube to provide thermal insulation and support for identical type-K thermocouples.

A manifold enabled the inside chamber of the reactor to be vacuumed, vented and pressurized with hydrogen gas. To reduce the dead volume in the reactor chamber, the empty parts were filled with alumina or stainless steel rods. A two-stage vacuum pump (Welch Duo-Seal 1400) with Pirani gauge was used for initial degassing and bake-out of the reactor to 5 Pa or less (at the gauge). The micrometer metering valve was subsequently used to bleed excess hydrogen into a vacuum reservoir.

An alumina felt plug at the center of the reactor was used in an attempt to provide a physical barrier to liquid

Figure 6. Details on the geometry of the Glowstick GS5 reactor.
lithium migration, while giving sufficient permeability to allow vacuum and hydrogen pressure to reach the active fuel capsule. This showed to be a partially effective barrier.

5. Description of the Control System

A closed loop design allowed the system temperature to be constantly controlled over the duration of the experiment. Control was provided by a PID controller (Dwyer model 16868) with type-K thermocouple in contact with the reactor on the fueled side, and an SCR proportional phase angle power controller (CCI model 1022). The heater power leads were fed through a Tektronix model PA1000 power analyzer, providing RMS power data stored at two samples per second intervals. The PID controller could be programmed for ramp/soak temperature sequence, or bypassed for manual control.

Two thermocouples (type-K) and a Honeywell 0–150 psia pressure sensor were connected to a 16 bit ADC DAQ (HUGnetLab model E) for collection and Internet broadcasting of temperature and pressure data in real-time.

A gamma spectrometer (Spectrum Techniques UCS-30, 38 × 38 mm cylindrical PAXON PX NaI+Tl scintillator) monitored gamma radiation coming from the reactor, with a MCA range of ≃20 keV–1.5 MeV. The scintillator head was surrounded by ≃100 mm of lead on all sides (240 kg) to suppress background. A 50 × 50 mm aperture admitted radiation from the active fuel part of the reactor, over a solid angle of about one steradian. A Geiger-Muller counter (GQ Electronics model GMC-320+) provided cross-check in the 300 keV–3 MeV range.

It is important to note for future replications that the heater power must be transformer isolated from the mains supply. Additionally, a 5 mA triggered GFCI (ground fault circuit interrupter) should be used as shown in Fig. 7, to avoid damage to the DAQ equipment from heater electrical leakage through the hot ceramic reactor assembly. In earlier experiments it was found that at temperatures approaching 1000°C, Glowstick mullite and alumina reactor tubes became electrically conductive. As a result, heater power was causing common mode noise currents in thermocouple

![Figure 7. Schematic of the data acquisition and control system.](image_url)
Figure 8. Evidence of hydrogen loading into the fuel.

junctons in contact with the ceramic. Changes to the experimental setup were then made to mitigate the effect of such induced current.

6. Pre-processing of the Nickel Powder

The nickel powder was baked before mixing the fuel together. The reasoning was that repeated thermal oxidation and reduction of the Ni particle surface may aid in creating cracks and increased surface area. The resulting micro-scale cavities and lattice flaws are thought essential for deep loading of hydrogen.

Consequently, two cycles of – baking the nickel powder at 200°C in a furnace were applied, followed by heating under continuous vacuum at 115°C for several hours to remove trace water vapor that might be adsorbed by the nickel and other cell contents.

A separate test run prior to adding other fuel components was done to evaluate loading of hydrogen following pre-processing. For this test, the baked nickel powder alone was placed in a stainless steel fuel capsule and installed in the reactor. After sealing, the reactor was evacuated and hydrogen was added from a gas cylinder to 1 bar absolute pressure.

As shown in Fig. 8, the cell pressure (yellow trace) declined from 1 to 0.2 bar during five hours at just over the 100°C set point, corresponding to about 120°C in the fuel capsule.

Following the loading test, the fuel capsule was removed from the reactor, sealed with tape and stored in ambient air for several days. The capsule was then placed in a glove bag along with other fuel components. The nickel was removed from the capsule under Argon cover gas and mixed with the other ingredients before loading back into the fuel capsule.

7. On LAH Breakdown and Interactions with Nickel

Because variations of hydrogen pressure is an important experimental evidence to support adsorption/absorption of hydrogen inside the metal lattice, it is proposed to recall some mainstream reference first, to draw the picture of LAH breakdown during the course of our experiments.

Glowstick Thermocouple Ground Leakage” http://goo.gl/V8gz6c
Andreasen et al. [6] detail the first states of dehydrogenation of this compound as follow.

\[
150 < T < 175^\circ C, \quad 3\text{LiAlH}_4 \rightarrow \text{Li}_3\text{AlH}_6 + 2\text{Al} + 3\text{H}_2, \quad 5.3 \text{ wt.\% H}_2,
\]

\[
180 < T < 220^\circ C, \quad \text{Li}_3\text{AlH}_6 + 2\text{Al} \rightarrow 3\text{LiH} + 3\text{Al} + \frac{3}{2}\text{H}_2, \quad 2.6 \text{ wt.\% H}_2,
\]

\[
T > 400^\circ C, \quad 3\text{LiH} + 3\text{Al} \rightarrow 3\text{LiAl} + \frac{3}{2}\text{H}_2, \quad 2.6 \text{ wt.\% H}_2.
\]

The first steps are interesting because it enables hydrogen exposure of nickel powder around its Debye temperature. Wiench et al. [7] showed evidence of multiple pathways during the thermal decomposition of the LAH compound using MAS and MNR spectroscopy, including the following.

\[
20^\circ C < T < 150^\circ C, \quad \text{LiAlH}_4 \rightarrow \text{LiH} + \text{Al} + \frac{3}{2}\text{H}_2, \quad \text{among other pathways.}
\]

Jain et al. [8] expanded his reviews to multiple complex hydride compounds and provided additional evidence to the diversity of breakdown paths these hydrides are able to follow.

Most of the studies were done for the purpose of hydrogen storage technology, hence limiting temperature range to 400°C. However Lin et al. [9] calculated from experimental evidence the solubility of hydrogen in lithium aluminum compounds up to 1200 K, showing a high value of solubility, increasing as lithium content increases.

Interesting behavior has been ascribed to the interaction of the electronic shells of nickel and hydrogen anions (H\(^-\)), also called protide. Descriptions of the involvement of this less common state of hydrogen are provided in these publications [10,11].

\[
T \simeq 500^\circ C, \quad 2 \text{LiH} + 2 \text{Al} \rightarrow 2 \text{LiAl} + \text{H}_2 \quad \text{(reversible)},
\]

\[
T \simeq 688.7^\circ C, \quad \text{LiH (solid)} \rightarrow [\text{Li}^+ + \text{H}^-] \quad \text{(liquid, ionic hydride)},
\]

\[
T > 850^\circ C, \quad 2 [\text{Li}^+ + \text{H}^-] \rightarrow 2 \text{Li} + \text{H}_2.
\]

While very little is available in the literature on this particular state of hydrogen, it is interesting to observe that liquid LiH is an ionic hydride and the hydrogen exists in solution as hydrogen anions. In addition, Kasagi et al. [12] showed cross section capture of low energy proton or deuterons on lithium is greater when Lithium is in a dense ionic state.

Scanning Electron Micrographs (SEMs) and corresponding EDS-X analyses provided by Edmund Storms from Kiva-Labs and Sangho Bok from University of Missouri aided in understanding the behavior of this chemical system at high temperature. Note the similarity of the micrograph of Fig. 9 to the one of the ash produced for the Lugano report ([1], Appendix 3, Fig. 2). Figure 9 suggests that, once molten, the Li–Al–H alloy wets to the oxide-free Ni powder.

However, the surface of the spiky Mond process Ni particles (obtained from nickel tetracarbonyl) is complex on both the micro-scale and the nano-scale. In some places the molten Li–Al–H (an ionic hydride) may be in direct contact with the Ni surface. In other places, due to the surface tension of the liquid metal, surface complexity may be “skinned over”, leaving micro-scale and nano-scale voids. If the Ni+LAH system proves to be LENR active, this
Li–Al–H ionic hydride interface to the Ni should be the subject of extended study. References possibly pertinent to such a study have been included [13–15].

8. Operating Parameters

After the experimental setup was assembled and all instruments connected and calibrated, the reactor tube was vacuumed for two hours and left overnight. Temperature was increased to just over 100°C. The partial dissociation of the LAH compound slowly produced an increase of pressure. The flux of hydrogen generated by this increase of temperature would have reduced any remaining nickel oxides, leaving a clean surface on the metal particles. Further vacuum to under 100 Pa absolute pressure was then applied to remove resulting trace water vapor.

The in-situ oxide removal was followed by raising the core temperature to 122°C, deliberately below the lowest known Debye temperature (132.85°C) [16] of nickel where it was held for over 6 h before raising the temperature to comfortably below the nickel Curie temperature (358°C). During this entire period hydrogen evolved from the LAH, so a bleeder valve was adjusted manually to keep the reactor pressure at 1 bar or less.

Next, the reactor core was slowly cooled down to a temperature comfortably above the maximum Debye temperature of nickel (204°C). Afterward, the temperature was quickly increased to 400°C (above the nickel Curie temperature).

Following an extended dwell to allow completion of the first phase of LAH decomposition, the temperature was increased in several steps to $\approx 700^\circ$C, where additional phase change was expected to occur. A further increase to above 900°C put the LAH into a state of reversible release of hydrogen.

After additional dwell time to watch pressure behavior, thermal cycling was started, alternating between 600 and 1000 W RMS input (yielding from $\approx 900^\circ$C to $\approx 1200^\circ$C) at 30 min intervals, and continuing for several hours. During this period, an apparent increase in temperature differential between the active and control sections to $\approx 50^\circ$C was
observed as shown in Fig. 10. Compared against calibrations, the power difference was assessed to about 70 W greater heat from the fueled section, corresponding to a COP of 1.09. This COP is small, and when compared to possible thermocouple aging and other sources of measurement error, may prove to be borderline for a claim of excess heat.

9. Radiation Measurements and Analysis

As previously mentioned, this experiment was monitored with an NaI–Tl scintillator attached to a UCS-30 spectrometer with the scintillator placed 33 cm away from the fuel and shielded within a lead cave. Integrations were started manually back-to-back, but over somewhat irregular period lengths. Overall, 24 integrations were made over the course of the experiment from cold reactor to cold reactor. During one 4-hour integration period highlighted in Fig. 10 as “Spectrum 7”), a broadband X-ray/gamma emission (10–400 keV) was recorded.

The curve shape of Spectrum 7 was consistent with Bremsstrahlung radiation as shown in Fig. 11. This spectrum is the longest of the series (a 4 h integration). The signal captured has nearly an order of magnitude amplitude above average levels seen in the other spectra.

Figure 12 shows a photometric background spectrum that was extracted from Spectrum 1 and Spectrum 24; cases where no reaction should be present.

When the background spectrum of Fig. 12 is applied to Spectrum 6, a case also expected to be null, the residual shown in Fig. 13 is obtained. As can be seen in this linear plot, the residual is zero mean over the bulk of the valid spectrum. The noise increase seen below 200 keV is due to the Poisson noise characteristic of a random source (similar to noise in astronomical photometry), wherein the noise increases as the square root of signal strength.

Photometric reduction of the actual data comprised energy resampling of the source data spectrum to a calibrated 1 keV per sample energy scale, and subtraction of a background scaled by the total length of live time of the source spectrum data.

Figure 14 shows the radiation signal spectrum for Spectrum 7 with photometric calibration.

This data was intensely analyzed by the crowd (internet observers), to see if it could be an artifact of measurement error or contamination. Possibilities including a cosmic ray burst, radon concentration and radio-frequency interference were proposed, tested and disproved. Figure 15 shows the results of radon investigation.

Replication and further experimental evidence is necessary with complementary equipment to define the origin of this signal. The complete analysis is available for further study [17].

No radiation signal above background was detected by the GMC320+ Geiger-Muller counter during this time.

Figure 10. Increase of temperature on the fueled side.
Figure 11. Gamma radiation at the beginning of the anomalous heat period compared to normalized background.

Figure 12. Photometrically calibrated background spectrum.
Figure 13. Null Spectrum #06 residual from background subtraction.

Figure 14. Calibrated counts for the broad-band Spectrum #07 signal with subtracted background.
It should be noted that this is an inexpensive instrument with poor sensitivity, especially to low-energy (<100 keV) gamma radiation. Post experiment testing of the GMC320+ and modeling with the spectrum detected by the scintillator suggested the GMC320+ should only have seen a small number of counts above background. Depending upon the unknown time spread of the scintillator detected signal (up to 4 h), this may not have been discernable above the background counts in the GMC320+.

10. Conclusion

With a diligent scientific study of claims made for Rossi’s HotCat reactor, the MFMP team has provided evidence of an overestimation of the results in the Lugano report. The incorrect setting of the emissivity parameter by a large margin shows how the Lugano team overestimated the thermal output of the HotCat reactor in analyses subsequent to the Lugano test. However, the added MFMP replica data and its co-analysis with the Lugano data cannot disprove a smaller effect, as interpolated/extrapolated in this paper.

Using the Glowstick reactor in its 5.2 iteration, MFMP showed in Live Open Science, that a small amount of excess thermal energy and a gamma photon spectrum were generated by a system using heated nickel, lithium and hydrogen. Additional iterations are being developed by the MFMP group to provide improved evidence of results and increased performance.

The lack of information disclosed by Leonardo Corporation make the replication task difficult. However, MFMP has gathered enough know-how and data from public domain reports to search for evidence of a genuine effect. Even though the nature of the phenomenon is still open to debate, the results compel additional efforts.
From an industrialist point of view, the (currently) small effect provides little hope for short term commercial emergence of this new phenomenon. However, this rather small effect should be a priority for public scientific investigation. It is important to assess the nature of the phenomenon and determine its possible future impact to the world’s energy portfolio.
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